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Abstract

Using the fixed point method, we prove the generalized Hyers–Ulam–Rassias stability of the following functional equation in multi-Banach spaces:

\[
\sum_{j=1}^{n} f\left( -2x_j + \sum_{i=1, i\neq j}^{n} x_i \right) = (n - 6)f\left( \sum_{i=1}^{n} x_i \right) + 9 \sum_{i=1}^{n} f(x_i).
\]
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1. Introduction

A classical question in the theory of functional equations is the following: “When is it true that a function, which approximately satisfies a functional equation \( E \) must be close to an exact solution of \( E \)”? If the problem accepts a solution, we say that the equation \( E \) is stable. Such a problem was formulated by Ulam \cite{40} in 1940 and solved in the next year for the Cauchy functional equation by Hyers \cite{17}. It gave rise the stability theory for functional equations. The result of Hyers was extended by Aoki \cite{1} in 1950, by considering the unbounded Cauchy differences. In 1978, Th. M. Rassias \cite{36} proved that the additive mapping \( T \), obtained by Hyers or Aoki, is linear if, in addition, for each \( x \in E \) the mapping \( f(tx) \) is continuous in \( t \in \mathbb{R} \). Gavruta \cite{16} generalized the Rassias’
result. Following the techniques of the proof of the corollary of Hyers [17] we observed that Hyers introduced (in 1941) the following Hyers continuity condition: about the continuity of the mapping for each fixed, and then he proved homogeneity of degree one and therefore the famous linearity. This condition has been assumed further till now, through the complete Hyers direct method, in order to prove linearity for generalized Hyers–Ulam stability problem forms (see [19]). Beginning around the year 1980 The stability problems of several functional equations and approximate homomorphisms have been extensively investigated by a number of authors and there are many interesting results concerning this problem (see [3], [6], [11]–[15], [20]–[31], [37], [38]).

J.M. Rassias [34] following the spirit of the innovative approach of Hyers [17], Aoki [1] and Th. M. Rassias [36] for the unbounded Cauchy difference proved a similar stability theorem in which he replaced the factor \( \|x\|_p + \|y\|_p \) by \( \|x\|_p \cdot \|y\|_q \) for \( p, q \in \mathbb{R} \) with \( p + q \neq 1 \) (see also [33] for a number of other new results).

In 2003 Cădariu and Radu applied the fixed point method to the investigation of the Jensen functional equation [4] (see also [5], [6], [18], [32]). They could present a short and a simple proof (different of the "direct method", initiated by Hyers in 1941) for the generalized Hyers–Ulam stability of Jensen functional equation [4], for Cauchy functional equation [6] and for quadratic functional equation [5].

The following functional equation
\[
Q(x + y) + Q(x - y) = 2Q(x) + 2Q(y),
\]
is called a quadratic functional equation and every solution of equation (1.1) is said to be a quadratic mapping. F. Skof [39] proved the Hyers–Ulam stability of the quadratic functional equation (1.1) for mappings \( f : E_1 \rightarrow E_2 \), where \( E_1 \) is a normed space and \( E_2 \) is a Banach space. In [7], S. Czerwik proved the Hyers–Ulam stability of the quadratic functional equation (1.1). C. Borelli and G. L. Forti [2] generalized the stability result of the quadratic functional equation (1.1).

Recently, Dales and Polyakov [8] introduced the notion of multi-normed spaces. This concept is somewhat similar to operator sequence spaces and has some connections with operator spaces and Banach lattices. Dales and Moslehian [9] investigated stability of Cauchy functional equation in multi-Banach spaces (see also [28], [35]).

In this paper, for a fixed positive integer \( n \geq 2 \), we introduce the following generalized quadratic functional equation:
\[
\sum_{j=1}^{n} f \left( -2x_j + \sum_{i=1, i \neq j}^{n} x_i \right) = (n - 6)f \left( \sum_{i=1}^{n} x_i \right) + 9 \sum_{i=1}^{n} f(x_i). \tag{1.2}
\]
Every solution of the functional equation (1.2) is said to be a generalized quadratic mapping.

We will adopt the idea of Cădariu and Radu [4], [6], [32], to prove the generalized Hyers–Ulam–Rassias stability of generalized quadratic functional equation on multi-Banach spaces.

2. Preliminaries

Assume that \( (E, \| \cdot \|) \) is a complex linear space and let \( m \in \mathbb{N} \). We denote by \( E^m \) the linear space \( E \oplus E \oplus \ldots \oplus E \) consisting of \( m \)-tuples \( (x_1, \ldots, x_m) \), where \( x_1, \ldots, x_m \in E \). The linear operations on \( E^m \) are defined coordinatewise. When we write \( (0, \ldots, 0, x_i, 0, \ldots, 0) \) for an element in \( E^m \), understand that \( x_i \) appears in the \( i^{th} \) coordinate. The zero element of either \( E \) or \( E^m \) is denoted by \( 0 \). We denote by \( \mathbb{N}_m \) the set \( \{1, 2, \ldots, m\} \) and by \( \sigma_m \) the group of permutations on \( m \) symbols.

In this section, we recall the notion of a multi-normed space and some preliminaries concerning multi-normed spaces from [8].
Definition 2.1. Let \((E, \| \cdot \|)\) be a complex normed space and let \(m \in \mathbb{N}\). A multi-norm of level \(m\) on \(\{E^s : s \in \mathbb{N}_m\}\) is a sequence
\[
(\| \cdot \|_s) = (\| \cdot \|_s : s \in \mathbb{N}_m),
\]
such that \(\| \cdot \|_s\) is a norm on \(E^s\) for each \(s \in \mathbb{N}_m\), such that \(\|x\|_1 = \|x\|\) for each \(x \in E\) and such that the following Axioms \((A1) - (A4)\) are satisfied for each \(s \in \mathbb{N}_m\) with \(s \geq 2\):

\((A1)\) for each \(\sigma \in \sigma_s\) and \(x_1, \ldots, x_s \in E\), we have
\[
\|(x_{\sigma(1)}, \ldots, x_{\sigma(s)})\|_s = \|(x_1, \ldots, x_s)\|_s;
\]

\((A2)\) for each \(\alpha_1, \ldots, \alpha_s \in \mathbb{C}\) and \(x_1, \ldots, x_s \in E^s\), we have
\[
\|(\alpha_1 x_1, \ldots, \alpha_s x_s)\|_s \leq (\max_{i \in \mathbb{N}_s} |\alpha_i|) \|(x_1, \ldots, x_s)\|_s;
\]

\((A3)\) for each \(x_1, \ldots, x_s \in E\), we have
\[
\|(x_1, \ldots, x_{s-1}, 0)\|_s = \|(x_1, \ldots, x_{s-1})\|_{s-1};
\]

\((A4)\) for each \(x_1, \ldots, x_s \in E\), we have
\[
\|(x_1, \ldots, x_{s-1}, x_{s-1})\|_s = \|(x_1, \ldots, x_{s-1})\|_{s-1}.
\]

In this case, we say that \((E^s, \| \cdot \|_s : s \in \mathbb{N}_m)\) is a \textit{multi-normed space of level} \(m\).

Definition 2.2. A multi-norm on \(\{E^s : s \in \mathbb{N}\}\) is a sequence
\[
(\| \cdot \|_s) = (\| \cdot \|_s : s \in \mathbb{N}),
\]
such that \((\| \cdot \|_s : s \in \mathbb{N}_m)\) is a multi-norm of level \(m\) for each \(m \in \mathbb{N}\). In this case, we say that \((E^s, \| \cdot \|_s : s \in \mathbb{N}_m)\) is a multi-normed space.

Lemma 2.3. Let \((E^s, \| \cdot \|_s) : s \in \mathbb{N}\) be a multi-normed space. The following properties are immediate consequences of the axioms for multi-normed spaces:

\(\text{(i)}\) for all \(x \in E\) and \(s \in \mathbb{N}\), we have
\[
\|(x, \ldots, x)\|_s = \|x\|,
\]

\(\text{(ii)}\) for all \(s \in \mathbb{N}\) and all \(x_1, \ldots, x_s \in E\), we have
\[
\max_{i \in \mathbb{N}_s} \|x_i\| \leq \|(x_1, \ldots, x_s)\|_s \leq \sum_{i=1}^{s} \|x_i\| \leq s \max_{i \in \mathbb{N}_s} \|x_i\|.
\]

The following Lemma is a consequence of \((\text{ii})\):

Lemma 2.4. Suppose that \((E, \| \cdot \|)\) is a Banach space. Then \((E^s, \| \cdot \|_s)\) is a Banach space for each \(s \in \mathbb{N}\).
Definition 2.5. Let \((E^s, \| \cdot \|_s) : s \in \mathbb{N}\) be a multi-normed space for which \((E, \| \cdot \|)\) is a Banach space. Then \((E^s, \| \cdot \|_s) : s \in \mathbb{N}\) is called a multi-Banach space.

Now, we recall two important examples of multi-norms for arbitrary space \((E, \| \cdot \|)\). For other examples we refer to readers to [8].

Example 2.6. Let \((E, \| \cdot \|)\) be a normed space. For \(m \in \mathbb{N}\), define \(\| \cdot \|_m\) on \(E^m\) by
\[
\|(x_1, \ldots, x_m)\|_m = \max_{i \in \mathbb{N}_m} \| x_i \| \quad (x_1, \ldots, x_m \in E).
\]
It is immediate that \((E^s, \| \cdot \|_s) : s \in \mathbb{N}\) is a multi-normed space. The sequence \((\| \cdot \|_m : m \in \mathbb{N})\) is called minimum multi-norm. The terminology ‘minimum’ is justified by Lemma 2.3.

Example 2.7. Let \((E, \| \cdot \|)\) be a normed space and \(\{\| \cdot \|_m : m \in \mathbb{N}\} : \alpha \in A\) be the (non-empty) family of all multi-norms on \(\{E^s : s \in \mathbb{N}\}\). For \(s \in \mathbb{N}\), define
\[
\|\| (x_1, \ldots, x_s)\|_s = \sup_{\alpha \in A} \| (x_1, \ldots, x_s)\|_s^\alpha \quad (x_1, \ldots, x_s \in E).
\]
Then \((\|\|, \|\|_m : m \in \mathbb{N})\) is a multi-norm on \(\{E^s : s \in \mathbb{N}\}\), which is called maximum multi-norm.

We recall two fundamental results in fixed point theory.

Theorem 2.8. Let \((X, d)\) be a complete metric space and let \(J : X \to X\) be strictly contractive, i.e.,
\[
d(Jx, Jy) \leq Lf(x, y), \quad \forall x, y \in X
\]
for some Lipschitz constant \(L < 1\). Then
1. the mapping \(J\) has a unique fixed point \(x^* = Jx^*\);
2. the fixed point \(x^*\) is globally attractive, i.e.,
\[
\lim_{n \to \infty} J^n x = x^*,
\]
for any starting point \(x \in X\);
3. one has the following estimation inequalities:
\[
\begin{align*}
d(J^n x, x^*) & \leq L^n d(x, x^*), \\
d(J^n x, x^*) & \leq \frac{1}{1 - L} d(J^n x, J^{n+1} x), \\
d(x, x^*) & \leq \frac{1}{1 - L} d(x, Jx),
\end{align*}
\]
for all nonnegative integers \(n\) and all \(x \in X\).

Definition 2.9. Let \(X\) be a set. A function \(d : X \times X \to [0, \infty]\) is called a generalized metric on \(X\) if \(d\) satisfies
1. \(d(x, y) = 0\) if and only if \(x = y\);
2. \(d(x, y) = d(y, x)\) for all \(x, y \in X\);
3. \(d(x, z) \leq d(x, y) + d(y, z)\) for all \(x, y, z \in X\).
Theorem 2.10. Let \((X, d)\) be a complete generalized metric space and let \(J : X \to X\) be a strictly contractive mapping with Lipschitz constant \(L < 1\). Then for each given element \(x \in X\), either
\[
d(J^n x, J^{n+1} x) = \infty,
\]
for all nonnegative integers \(n\) or there exists a positive integer \(n_0\) such that
\begin{enumerate}
\item \(d(J^n x, J^{n+1} x) < \infty, \quad \forall n \geq n_0;\)
\item the sequence \(\{J^n x\}\) converges to a fixed point \(y^*\) of \(J:\)
\item \(y^*\) is the unique fixed point of \(J\) in the set \(Y = \{y \in X \mid d(J^{n_0} x, y) < \infty\};\)
\item \(d(y, y^*) \leq \frac{1}{1-E} d(y, Jy)\) for all \(y \in Y\).
\end{enumerate}

3. Main results

Throughout this paper, \(n\) will be a positive integer such that \(n \geq 2\).

Lemma 3.1. Let \(X\) and \(Y\) be linear spaces and suppose that a mapping \(Q : X \to Y\) satisfies the functional equation (1.2) for all \(x_1, \ldots, x_n \in X\). Then the mapping \(L\) is quadratic.

Proof. Since \(n\) is a positive integer, putting \(x_1 = \cdots = x_n = 0\) in (1.2), we get \(Q(0) = 0\). Letting \(x_1 = \cdots = x_m = 0\) in (1.2) for all \(1 \leq m \leq n\) with \(m \neq i, j\), we get
\[
Q(x_i - 2x_j) + Q(x_j - 2x_i) + 4Q(x_i + x_j) = 9Q(x_i) + 9Q(x_j),
\]
for all \(x_i, x_j \in X\). Letting \(x_i = 0\) in (3.1), we have
\[
Q(-2x_i) = 4Q(x_i),
\]
for all \(x_i \in X\). Replacing \(x_i\) by \(x_i + x_j\) in (3.1), we get
\[
Q(x_i - x_j) + Q(-x_j - 2x_i) + 4Q(x_i + 2x_j) = 9Q(x_i + x_j) + 9Q(x_j),
\]
for all \(x_i, x_j \in X\). Replacing \(x_j\) by \(-x_j\) in (3.3), we have
\[
Q(x_i + x_j) + Q(x_j - 2x_i) + 4Q(x_i - 2x_j) = 9Q(x_i - x_j) + 9Q(-x_j),
\]
for all \(x_i, x_j \in X\). Letting \(x_i = 0\) in (3.4), we get
\[
2Q(x_j) + 4Q(-2x_j) = 18Q(-x_j),
\]
for all \(x_j \in X\). It follows from (3.2) and (3.5) that \(Q(-x_j) = Q(x_j)\) for all \(x_j \in X\), i.e. \(Q\) is even. Using evenness of \(Q\) and (3.4), we have
\[
Q(x_i + x_j) + Q(2x_i - x_j) + 4Q(x_i - 2x_j) = 9Q(x_i - x_j) + 9Q(x_j),
\]
for all \(x_i, x_j \in X\). Interchange \(x_i\) and \(x_j\) in (3.6), we get
\[
Q(x_i + x_j) + Q(x_i - 2x_j) + 4Q(2x_i - x_j) = 9Q(x_i - x_j) + 9Q(x_i),
\]
for all \(x_i, x_j \in X\). Adding (3.6) and (3.7), we have
\[
2Q(x_i + x_j) + 5Q(x_i - 2x_j) + 5Q(2x_i - x_j) = 18Q(x_i - x_j) + 9Q(x_i) + 9Q(x_j)
\]
for all \(x, y \in X\). Using (3.1) and (3.8) we conclude that

\[
Q(x + y) + Q(x - y) = 2Q(x) + 2Q(y),
\]

for all \(x, y \in X\). This means \(Q\) is quadratic. \(\square\)

Let \(X\) and \(Y\) be vector spaces. For a given mapping \(f : X \to Y\), we define

\[
Df(x_1, \ldots, x_n) = \sum_{j=1}^{n} f(-2x_j + \sum_{i=1, i \neq j}^{n} x_i) - (n - 6) f(\sum_{i=1}^{n} x_i) - 9 \sum_{i=1}^{n} f(x_i),
\]

for all \(x_1, \ldots, x_n \in X\).

Now, we prove the generalized Hyers–Ulam–Rassias stability of generalized quadratic mapping on multi-Banach spaces for the functional equation \(D f : X_n \to X\) such that

\[
\|D f(X^{(1)}), \ldots, D f(X^{(m)})\|_m \leq \varphi(X^{(1)}, \ldots, X^{(m)}),
\]

(3.9)

for all \(X^{(1)} = (x_1^{(1)}, \ldots, x_n^{(1)}), \ldots, X^{(m)} = (x_1^{(m)}, \ldots, x_n^{(m)}) \in E^n\). If there exists a Lipschitz constant \(L < 1\) such that

\[
\varphi(X^{(1)}, \ldots, X^{(m)}) \leq 4L \varphi\left(\frac{X^{(1)}}{2}, \ldots, \frac{X^{(m)}}{2}\right),
\]

for all \(X^{(1)}, \ldots, X^{(m)} \in E^n\), then there exists a unique quadratic mapping \(Q : E \to F\) such that

\[
\|f(x_1) - Q(x_1), \ldots, f(x_m) - Q(x_m)\|_m \leq \frac{1}{4} - 4L \left[ \frac{2}{9} \varphi(X_{i,j}(0, 2x_1), X_{i,j}(0, 2x_2), \ldots, X_{i,j}(0, 2x_m)) + \frac{1}{18} \varphi(X_{i,j}(-2x_1, 2x_1), X_{i,j}(-2x_2, 2x_2), \ldots, X_{i,j}(-2x_m, 2x_m)) \right],
\]

(3.10)

for all \(x_1, \ldots, x_m \in E\), where

\[
X_{i,j}(x, y) = (0, \ldots, 0, x_{i\text{th}}, 0, \ldots, 0, y_{j\text{th}}, 0, \ldots, 0),
\]

for all \(x, y \in E\).

\textbf{Proof}. For convenience, set

\[
\varphi_{i,j}(x_1, x_2, \ldots, x_m) = \frac{2}{9} \varphi(X_{i,j}(0, 2x_1), X_{i,j}(0, 2x_2), \ldots, X_{i,j}(0, 2x_m)) + \frac{1}{18} \varphi(X_{i,j}(-2x_1, 2x_1), X_{i,j}(-2x_2, 2x_2), \ldots, X_{i,j}(-2x_m, 2x_m)) + \varphi(X_{i,j}(0, x_1), X_{i,j}(0, x_2), \ldots, X_{i,j}(0, x_m)),
\]
where \( x_1, \ldots, x_m \in E \) and \( 1 \leq i < j \leq n \). Consider the set \( X := \{ g : E \to F, \quad g(0) = 0 \} \) and introduce the generalized metric on \( X \):

\[
d(g, h) = \inf \{ C \in \mathbb{R}^+ : \quad \| g(x_1) - h(x_1), \ldots, g(x_m) - h(x_m) \|_m \\
\leq C \varphi_{i,j}(x_1, x_2, \ldots, x_m), \quad \forall x_1, x_2, \ldots, x_m \in E \}. 
\]

It is easy to show that \((X, d)\) is complete. Now we consider the linear mapping \( J : X \to X \) such that \( Jg(x) := \frac{1}{4}g(2x) \) for all \( x \in E \). For any \( g, h \in X \), we have

\[
d(g, h) < C \\
\implies \| g(x_1) - h(x_1), \ldots, g(x_m) - h(x_m) \|_m \leq C \varphi_{i,j}(x_1, x_2, \ldots, x_m), \quad (x_1, x_2, \ldots, x_m \in E) \\
\implies \left\| \left( \frac{1}{4} g(2x_1) - \frac{1}{4} h(2x_1), \ldots, \frac{1}{4} g(2x_m) - \frac{1}{4} h(2x_m) \right) \right\|_m \leq \frac{1}{4} C \varphi_{i,j}(2x_1, 2x_2, \ldots, 2x_m), \\
\implies \left\| \left( \frac{1}{4} g(2x_1) - \frac{1}{4} h(2x_1), \ldots, \frac{1}{4} g(2x_m) - \frac{1}{4} h(2x_m) \right) \right\|_m \leq \frac{1}{4} C \varphi_{i,j}(2x_1, 2x_2, \ldots, 2x_m), \\
\implies d(Jg, Jh) \leq LC.
\]

Therefore, we see that

\[
d(Jg, Jh) \leq L d(g, h), \quad \forall g, h \in X.
\]

This means \( J \) is a strictly contractive self-mapping of \( X \), with the Lipschitz constant \( L \).

For each \( 1 \leq r \leq n \) with \( r \neq i, j \) and each \( 1 \leq m \leq s \), let \( x_i^{(m)} = x_m, \quad x_j^{(m)} = y_m \) and \( x_r^{(m)} = 0 \) in (3.9), we get

\[
\left\| \left( f(x_1 - 2y_1) + f(y_1 - 2x_1) + 4f(x_1 + y_1) - 9f(x_1) - 9f(y_1), \right. \right. \\
f(x_2 - 2y_2) + f(y_2 - 2x_2) + 4f(x_2 + y_2) - 9f(x_2) - 9f(y_2), \ldots, \\
f(x_m - 2y_m) + f(y_m - 2x_m) + 4f(x_m + y_m) - 9f(x_m) - 9f(y_m) \right\|_m \\
\leq \varphi \left( X_{i,j}(x_1, y_1), X_{i,j}(x_2, y_2), \ldots, X_{i,j}(x_m, y_m) \right),
\]

for all \( x_1, y_1, x_2, y_2, \ldots, x_m, y_m \in E \). Letting \( x_1 = x_2 = \cdots = x_m = 0 \) in (3.11), we get

\[
\left\| \left( f(-2y_1) - 4f(y_1), f(-2y_2) - 4f(y_2), \right. \right. \\
f(-2y_m) - 4f(y_m) \right\|_m \leq \varphi \left( X_{i,j}(0, y_1), X_{i,j}(0, y_2), \ldots, X_{i,j}(0, y_m) \right),
\]

for all \( y_1, y_2, \ldots, y_m \in E \). Interchange \( x_1, x_2, \ldots, x_m \) by \( x_1 + y_1, x_2 + y_2, \ldots, x_m + y_m \), respectively, in (3.11), we get

\[
\left\| \left( f(x_1 - y_1) + f(-y_1 - 2x_1) + 4f(x_1 + 2y_1) - 9f(x_1 + y_1) - 9f(y_1), \right. \right. \\
f(x_2 - y_2) + f(-y_2 - 2x_2) + 4f(x_2 + 2y_2) - 9f(x_2 + y_2) - 9f(y_2), \ldots, \\
f(x_m - y_m) + f(-y_m - 2x_m) + 4f(x_m + 2y_m) - 9f(x_m + y_m) - 9f(y_m) \right\|_m \\
\leq \varphi \left( X_{i,j}(x_1 + y_1, y_1), X_{i,j}(x_2 + y_2, y_2), \ldots, X_{i,j}(x_m + y_m, y_m) \right),
\]
for all \( x_1, y_1, x_2, y_2, \ldots, x_m, y_m \in E \). Replacing \( y_1, y_2, \ldots, y_m \) by \(-y_1, -y_2, \ldots, -y_m\), respectively, in (3.13), we have

\[
\left\| f(x_1 + y_1) + f(y_1 - 2x_1) + 4f(x_1 - 2y_1) - 9f(x_1 - y_1) - 9f(-y_1),
\right.
\]

\[
\left. f(x_2 + y_2) + f(y_2 - 2x_2) + 4f(x_2 - 2y_2) - 9f(x_2 - y_2) - 9f(-y_2), \ldots,
\right.
\]

\[
\left. f(x_m + y_m) + f(y_m - 2x_m) + 4f(x_m - 2y_m) - 9f(x_m - y_m) - 9f(-y_m) \right\|_m
\]

(3.14)

for all \( x_1, y_1, x_2, y_2, \ldots, x_m, y_m \in E \). Letting \( x_1 = x_2 = \cdots = x_m = 0 \) in (3.14), we get

\[
\left\| (2f(y_1) + 4f(-2y_1) - 18f(-y_1),
\right.
\]

\[
\left. 2f(y_2) + 4f(-2y_2) - 18f(-y_2), \ldots,
\right.
\]

\[
\left. 2f(y_m) + 4f(-2y_m) - 18f(-y_m) \right\|_m
\]

(3.15)

for all \( y_1, y_2, \ldots, y_m \in E \). It follows from (3.12) and (3.15) that

\[
\left\| (f(y_1) - f(-y_1), f(y_2) - f(-y_2), \ldots, f(y_m) - f(-y_m) \right\|_m
\]

\[
\leq \frac{2}{9} \varphi \left( X_{i,j}(0, y_1), X_{i,j}(0, y_2), \ldots, X_{i,j}(0, y_m) \right)
\]

\[
+ \frac{1}{18} \varphi \left( X_{i,j}(-y_1, y_1), X_{i,j}(-y_2, y_2), \ldots, X_{i,j}(-y_m, y_m) \right)
\]

(3.16)

for all \( y_1, y_2, \ldots, y_m \in E \).

Now, using (3.12) and (3.16), we can conclude that

\[
\left\| f(2x_1) - 4f(x_1), f(2x_2) - 4f(x_2), \ldots, f(2x_m) - 4f(x_m) \right\|_m
\]

\[
\leq \frac{2}{9} \varphi \left( X_{i,j}(0, 2x_1), X_{i,j}(0, 2x_2), \ldots, X_{i,j}(0, 2x_m) \right)
\]

\[
+ \frac{1}{18} \varphi \left( X_{i,j}(-2x_1, 2x_1), X_{i,j}(-2x_2, 2x_2), \ldots, X_{i,j}(-2x_m, 2x_m) \right)
\]

\[
+ \varphi \left( X_{i,j}(0, x_1), X_{i,j}(0, x_2), \ldots, X_{i,j}(0, x_m) \right)
\]

(3.17)

for all \( x_1, x_2, \ldots, x_m \in E \). So

\[
\left\| \frac{1}{4} f(2x_1) - f(x_1), \frac{1}{4} f(2x_2) - f(x_2), \ldots, \frac{1}{4} f(2x_m) - f(x_m) \right\|_m
\]

\[
\leq \frac{1}{4} \varphi_{i,j}(x_1, x_2, \ldots, x_m)
\]

for all \( x_1, x_2, \ldots, x_m \in E \). Hence \( d(f, Jf) \leq \frac{1}{4} \).

By Theorem 2.10, there exists a mapping \( Q : E \rightarrow F \) such that

(1) \( Q \) is a fixed point of \( J \), i.e.,

\[ Q(x) = \frac{1}{4} Q(2x), \]

(3.18)
for all $x \in E$. The mapping $Q$ is a unique fixed point of $J$ in the set
\[ Y = \{ g \in X : d(f, g) < \infty \}. \]
This implies that $Q$ is a unique mapping satisfying (3.18) such that there exists $C \in (0, \infty)$ satisfying
\[ \|Q(x_1) - f(x_1), \ldots, Q(x_m) - f(x_m)\|_m \leq C\varphi_{i,j}(x_1, x_2, \ldots, x_m), \]
for all $x_1, x_2, \ldots, x_m \in E$.

(2) $d(J^k f, Q) \to 0$ as $k \to \infty$. This implies the equality
\[ \lim_{k \to \infty} \frac{1}{4^k}f(2^k x) = Q(x), \quad (3.19) \]
for all $x \in E$.

(3) $d(f, Q) \leq \frac{1}{4 - 4L}d(f, Jf)$, which implies the inequality
\[ d(f, Q) \leq \frac{1}{4 - 4L}. \]
This implies that the inequality (3.10) holds.

Replacing $X^{(1)} = \cdots = X^{(m)} = (x_1, x_2, \ldots, x_n) := X$ in (3.9), using the properties of norm in multi-normed spaces and (3.19), we have
\[ \| DQ(x_1, \ldots, x_n), \ldots, DQ(x_1, \ldots, x_n) \|_s \]
\[ = \lim_{k \to \infty} \frac{1}{4^k}\| Df(2^k x_1, \ldots, 2^k x_n), \ldots, Df(2^k x_1, \ldots, 2^k x_n) \|_m \]
\[ = \lim_{k \to \infty} \frac{1}{4^k}\| Df(2^k x_1, \ldots, 2^k x_n) \|_m \]
\[ \leq \lim_{k \to \infty} \frac{1}{4^k} \varphi(2^k X, \ldots, 2^k X) \]
\[ \leq \lim_{k \to \infty} L^k \varphi(X, \ldots, X) = 0, \]
for all $x_1, x_2, \ldots, x_n \in E$. So
\[ \sum_{j=1}^{n} Q\left(-2x_j + \sum_{i=1,i\neq j}^{n} x_i\right) = (n - 6)Q\left(\sum_{i=1}^{n} x_i\right) + 9 \sum_{i=1}^{n} Q(x_i). \]
By Lemma 3.1, the mapping $Q : E \to F$ is Quadratic, i.e., $Q(x + y) + Q(x - y) = 2Q(x) + 2Q(y)$ for all $x, y \in E$. \(\Box\)

**Corollary 3.3.** Let $E$ be a linear space and $\{(F^l, \| \cdot \|_l) : l \in \mathbb{N}\}$ be a multi-Banach space. Suppose that $m \in \mathbb{N}$ and $0 < p < 2$ and $f : E \to F$ is a mapping with $f(0) = 0$ satisfying
\[ \| Df(X^{(1)}), \ldots, Df(X^{(m)}) \|_m \leq \epsilon \sum_{k=1}^{m} \sum_{i=1}^{n} \| x_i^{(k)} \|^p, \]
for all $X^{(1)}, \ldots, X^{(m)} \in E^n$. Then there exists a unique quadratic mapping $Q : E \to F$ such that
\[ \| f(x_1) - Q(x_1), \ldots, f(x_m) - Q(x_m) \|_m \leq \left(\frac{2^p}{3(2^2 - 2^p)} + \frac{1}{2^2 - 2^p}\right) \epsilon \sum_{k=1}^{m} \| x_k \|^p, \]
for all $x_1, \ldots, x_m \in E$. 
The proof follows from Theorem 3.2 by taking
\[ \varphi(X^{(1)}, \ldots, X^{(m)}) = \epsilon \sum_{s=1}^{m} \sum_{t=1}^{n} \|x_t^{(m)}\|^p, \]
for all \(X^{(1)}, \ldots, X^{(m)} \in E^n\). We can choose \(L = \frac{1}{2s - p}\) to get the desired result. □

**Theorem 3.4.** Let \(E\) be a linear space and \(\{(F^l, \| \cdot \|_l) : l \in \mathbb{N}\}\) be a multi-Banach space. Suppose that \(m \in \mathbb{N}\) and \(f : E \to F\) is a mapping satisfying \(f(0) = 0\) for which there exists a control function \(\varphi : E^{nm} \to [0, \infty)\) satisfying (3.9) for all \(X^{(1)}, \ldots, X^{(m)} \in E^n\). If there exists a Lipschitz constant \(L < 1\) such that
\[
\varphi(X^{(1)}, \ldots, X^{(m)}) \leq \frac{1}{4} L \varphi(2X^{(1)}, \ldots, 2X^{(m)}),
\]
for all \(X^{(1)}, \ldots, X^{(m)} \in E^n\), then there exists a unique quadratic mapping \(Q : E \to F\) such that
\[
\|f(x_1) - Q(x_1), \ldots, f(x_m) - Q(x_m)\|_m \leq \frac{L}{4} \frac{1}{4} \varphi(X^{(1)}(x_1), \ldots, X^{(m)}(x_m)),
\]
for all \(x_1, \ldots, x_m \in E\), where
\[
X^{(i)}_i(x, y) = (0, \ldots, 0, x^{(i)}, 0, \ldots, 0, y^{(j)}, 0, \ldots, 0),
\]
for all \(x, y \in E\).

**Proof.** Similar to the proof of Theorem 3.2, we consider the linear mapping \(J : X \to X\) such that \(Jg(x) := 4g(\frac{1}{2}x)\) for all \(x \in E\). We can conclude that \(J\) is a strictly contractive self-mapping of \(X\), with the Lipschitz constant \(L\).

It follows from (3.17) that
\[
\|f(x_1) - 4f(\frac{1}{2}x_1), f(x_2) - 4f(\frac{1}{2}x_2), \ldots, f(x_m) - 4f(\frac{1}{2}x_m)\|_m \leq \frac{L}{4} \varphi(x_1, x_2, \ldots, x_m),
\]
for all \(x_1, x_2, \ldots, x_m \in E\). Hence \(d(f, Jf) \leq \frac{L}{4}\).

By Theorem 2.10, there exists a mapping \(Q : E \to F\) such that
(1) \(Q\) is a fixed point of \(J\), i.e.,
\[
Q(x) = 4Q(\frac{x}{2}),
\]
for all \(x \in E\). The mapping \(Q\) is a unique fixed point of \(J\) in the set
\[
Y = \{ g \in X : d(f, g) < \infty \}. \]
This implies that $Q$ is a unique mapping satisfying (3.21) such that there exists $C \in (0, \infty)$ satisfying
\[
\|f(x_1) - Q(x_1), \ldots, f(x_m) - Q(x_m)\|_m \leq C \varphi_{i,j}(x_1, x_2, \ldots, x_m),
\]
for all $x_1, x_2, \ldots, x_m \in E$.

(2) $d(J^k f, Q) \to 0$ as $k \to \infty$. This implies the equality
\[
\lim_{k \to \infty} 4^k f \left( \frac{x}{2^k} \right) = Q(x),
\]
for all $x \in E$.

(3) $d(f, Q) \leq \frac{1}{1 - L} d(f, Jf)$, which implies the inequality
\[
d(f, Q) \leq \frac{L}{4 - 4L}.
\]
This implies that the inequality (3.20) holds.

The rest of the proof is similar to the proof of Theorem 3.2. □

**Corollary 3.5.** Let $E$ be a linear space and $\{ (F^l, \|\cdot\|_l) : l \in \mathbb{N} \}$ be a multi-Banach space. Suppose that $m \in \mathbb{N}$ and $p > 2$ and $f : E \to F$ is a mapping with $f(0) = 0$ satisfying
\[
\|Df(X^{(1)}), \ldots, Df(X^{(m)})\|_m \leq \epsilon \sum_{k=1}^{m} \sum_{t=1}^{n} \|x_t^{(k)}\|^p,
\]
for all $X^{(1)}, \ldots, X^{(m)} \in E^n$. Then there exists a unique quadratic mapping $Q : E \to F$ such that
\[
\|f(x_1) - Q(x_1), \ldots, f(x_m) - Q(x_m)\|_m \leq \left( \frac{2^p}{3(2^p - 2^2)} + \frac{1}{2^p - 2^2} \right) \epsilon \sum_{k=1}^{m} \|x_k\|^p,
\]
for all $x_1, \ldots, x_m \in E$.

**Proof.** The proof follows from Theorem 3.4 by taking
\[
\varphi(X^{(1)}, \ldots, X^{(m)}) = \epsilon \sum_{m=1}^{s} \sum_{t=1}^{n} \|x_t^{(m)}\|^p,
\]
for all $X^{(1)}, \ldots, X^{(m)} \in E^n$. We can choose $L = \frac{1}{2^p - 2^2}$ to get the desired result. □

**Acknowledgements**

The authors would like to thank Marand Branch, Islamic Azad University for the financial support of this research, which is based on a research project contract.
References

Approximate a quadratic mapping in multi-Banach spaces... 7 (2016) No. 1, 63-75


