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Abstract

Localizing text regions in images taken from natural scenes is one of the challenging problems due to variations in font, size, color and orientation of text. In this paper, we introduce a new concept so called Edge Color Signature for localizing text regions in an image. This method is able to localize both Farsi and English texts. In the proposed method first a pyramid using different scales of the input image is created. Then for each level of the pyramid an edge map is extracted. Afterward, several geometric features are employed to filter out the non-text edges from the extracted edges. At this stage we describe an edge using colors of its neighboring pixels. We use the mean-Shift algorithm to obtain the color modes surrounding each edge pixel. Subsequently, the connected edge pixels with similar color signatures are clustered using Single-Linkage clustering algorithm to construct meaningful groups. Finally, each of the clusters is labeled as text or non-text using an MLP based cascade classifier. The proposed method has been evaluated on well-known ICDAR 2013 and our Farsi dataset, the result is very promising.
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1. Introduction

Analyzing visual data has been one of the most challenging problems in the last decade. Hundreds of hours of videos are uploaded to online video sharing websites every minute and millions of images are
shared on social media. Therefore, automatic processing of this visual data for interpretation, annotation and better understanding of its concept is very important. Extraction of text regions in images taken from natural scenes can lead to better analysis of visual data. This has many applications such as helping a tourist or a blind person to better perceive surrounding places. It also improves image indexing methods. Generally, a text recognition system has three stages: Localization, Extraction and enhancement and Recognition [1]. The localization aims at finding and labeling text regions in an image or video [2]. The text extraction and enhancement aims to separate text region from the background and enhance text image. Finally, a text string is obtained from the enhanced binary image in the recognition subsystem. Since it is the prerequisite of other two subsystems, the localization subsystem plays an important role in the performance of whole system.

Since size, font, color and lighting condition for text regions in images of natural scenes vary considerably, localizing text regions in these images is a challenging problem. Moreover, Farsi text localization is more challenging in compare with Latin text; since Farsi is a cursive language, foliage and other repeating entities are more likely to be misclassified as Farsi text. Although a considerable number of methods have been proposed for localizing Latin text regions, there exist a few number of methods for Farsi text. In addition, existing methods for localizing Latin text are not applicable for Farsi mainly due to its cursive nature. For example, [3] is one of the most cited methods for Latin text localization. The authors [3] have shared a demo of their method on a website [4]. We fed a few images to the demo and the outputs of this method for Farsi and Latin has been shown in Figure 1. As it can be seen, the method successfully localizes Latin texts (Figure 1a), whereas it is unable to locate Farsi text samples (Figure 1b).

This paper aims to propose a method for localizing Farsi texts from natural scene images however it can also be applied for Latin text. The main idea of our method is based on an observation that usually the set of colors surrounding a text region’s edge pixels are the same. We use this intuition to propose a method for localizing text regions considering the set of colors surrounding an edge pixel as a signature to describe it. This signature is employed as a feature for grouping similar edge pixels as candidate text regions. Since the proposed method makes no assumptions about the structure of the target language, it can be used for localizing other languages as well.

This paper has been organized as follows. The related works in the literature has been reviewed in section 2. As we use the Mean-Shift algorithm to extract the color signature of each edge pixel, we
briefly explain this algorithm in section 3. Details of the proposed method are elaborated in section 4. Sections 5 is dedicated to experimental results and finally, section 6 concludes the paper.

2. Related work

The methods proposed for localizing text regions in images of natural scenes can be categorized into two main categories: based on sliding window and based on Connected Component (CC) [2]. The methods in the first group, consider a sliding window on the input image and classify image content within window as text or non-text. On the other hand, the CC-based methods aim to find candidate connected components for individual characters. Then using heuristic rules tries to cluster the extracted characters into words or text lines. The main difference between the members of this category is in the way of finding the characters, which can be based on the edges, regions energy or Extremal Regions (ER). Since finding the candidate characters is an essential step of these methods, due to cursive nature of Farsi text these methods are not as effective as for Latin. The sliding window based methods are usually more robust to noise; however, their computational complexity is usually higher than the CC-base methods [5].

Ohya et al. [6] used a locally adaptive thresholding method to detect high contrast regions as candidate text regions in grayscale space. Li et al. [7] after quantizing the input image applied a threshold to detect candidate regions for texts. Then, candidate regions are grouped using simple alignment rules. Both of these methods assume that text regions are horizontal and also these regions have a good contrast with the background. Kim et al. [8] simultaneously used color uniformity, edge and color variance to detect text regions. Takahashi et al. [9] used a graph-based method in which graph nodes and edges between nodes represent characters and pair dependencies respectively. This method is not robust to intensity changes and also it is vulnerable to complex backgrounds. Also, finding suitable weights for the edges is a challenging problem. Pan et al. [10], [11] generate a text confidence map on a pyramid of the input image using Wald-boost [12] and Histogram of Oriented Gradients (HOG) [13]. Text candidate regions are extracted using Niblack [14] binarization method. Afterward, text and non-text classification is realized using the Conditional Random Field (CRF) [15] and confidence map. The time complexity of this method is high due to the nature of CRF and the algorithm of generating text confidence map.

Epshtein et al. [16] introduce the stroke width transform (SWT) to calculate stroke width of the pixels of the input image. Subsequently region growing and heuristic rules are used to form character candidates and eliminate non-text regions. This method has been improved in [17] and [18]. The work addressed in [19] is another stroke based method which is based on an efficient comparing between intensity of a pixel with its surrounding pixels. This method is more accurate and faster than previous methods.

Clustering is another method which is frequently used for realizing candidate regions. Ghoshal et. al. [20] employ fuzzy clustering in a feature space using normalized RGB value of pixels, intensity and edge variance. Among other clustering-based methods, [21] and [22] can be cited. Coates et al. [23] use K-means as an unsupervised feature learning method. In the next step, these features are employed to train an SVM classifier. This classifier is used to detect characters in different scales using a sliding window.

Yao et. al. [24] used a modified version of Otsu’s binarization method [25] for detecting text candidate regions. Subsequently structural features are adopted to eliminate non-text regions. Fabrizio et. al. [26] introduce a new operator called TMMS (Toggle Mapping Morphological Segmentation). As the name of this method implies, this operator is used to segment input image to several regions. In the next step, the non-text regions are removed using a binary classifier. Then the remaining
regions are grouped to form text regions. At last, a validation step is employed to remove false positives for text. Lu et al. [27] use edge components to locate text regions. In this method for each edge component, three features are extracted to eliminate non-text components. These features include text-specific contrast, stroke-based shape structure and edge cut counter. This method constructs a pyramid on top of input image to ensure high recall ratio. At the end, a combination of HOG and BOW (Bag of Words) are utilized for further pruning of non-text regions. In this method background of text regions need to be relatively smooth, as a result of employing edge components.

Maximally Stable Extremal Regions (MSER) is another well-known text region detector. An extremal region is a connected component, which its intensity is higher or lower than its surrounding pixels [28], [29]. Shi et al. [30] use MSER regions to find text candidate regions. These regions are considered as nodes of a graph and a loss function is defined for assigning text or non-text labels to these nodes. Due to the limitation of employed heuristic rules, this method can only detect horizontal text lines. Li et al. [31] proposed a very similar method where the major difference between these two methods is the employed features. Yin et al. [32] use MSER technique as well, but after extracting candidate regions a penalty is imposed to extract only the regions whose stability value exceed a predefined threshold. Hence, in the resulting MSER tree, only regions with significant stability are retained. After non-text elimination process, Single-Linkage [33] along with structural features, such as color and width to height ratio, are adopted to assemble text lines. This method is improved by [34] to handle multi-orientated text lines as well as horizontal ones. A Multi-Channel Multi-Resolution MSER (MC-MR MSER) is also proposed by [35]. Another multi-channel version of MSER is employed by [36]. Extremal Regions (ER) is a similar approach which has been used in several works such as [37], [3], [38], and [39]. ER regions is robust against image blur and low contrast. It is also robust to variations on illumination, color and texture.

Gin et al. [40] propose a texture-based method. Several features such as intensity mean, intensity variance and histogram of intensity in predefined blocks are utilized to train an Ada-boost classifier [41]. The time complexity of this method is high and it needs manual text region cropping for the training stage of the algorithm. Pan et al [42] improve this method by employing HOG and Multi-Scale LBP [43]. Another improvement over this method was proposed by [44]. They used more elaborate features for training, at the cost of increasing time complexity. A new version of HOG, called T-HOG, was introduced by [45] to detect text in natural scene images. In this new version, cell boundaries are realized using soft borders.

Darab et al. [46] introduce one of the first Persian text localization methods. At first, an adaptive version of Sobel’s edge detection is introduced to extract edge pixels. Afterwards, the morphological dilation is applied on vertical and horizontal edges. For text regions these dilated edges are assumed to be connected. This method is applied on an image pyramid to extract text candidate regions with different scales. At last, the aforementioned approach is combined with a color clustering-based method to improve the results. It’s worth mentioning that this approach is unable to detect text on complex backgrounds.

Shao et. al. [47] introduce a new text region detector called SWSR (stable Width Stroke Regions). This detector is based on the assumption that text regions have closed boundaries and uniform stroke widths. It is used as a filtering mechanism for pruning MSER regions. At the last step, mean shift clustering method with structural features is employed to form text lines. This method is unable to localize text regions within the border of the input image. It is also vulnerable to large amount of repetitive objects like bricks or windows. This method is improved in [48] using LRMR (Low Rank Matrix Recovery) and fuzzy inference system.

Because of Farsi’s cursive nature, some of the most important heuristics used for Latin text such as aspect ratio of character candidates, are not effective for Farsi. Most of the aforementioned
color-based methods suffer from a common problem: all need to know the number of clusters before running clustering algorithm; however finding the number of clusters is not an easy task.

In this paper, we propose a color based approach for text localization that does not rely on clustering. We introduce the idea of color signature for each edge extracted from image. Then image edges are clustered in spatial-color space to construct edge components candidate for text regions. The idea relies on the assumption that characters in a text line usually share the same foreground or background color which most of the times is a valid assumption. The image within the bounding box of each candidate edge component is given to a MLP based cascade classifier to extract text regions.

Both Edge Color Signature (ECS) and our previous method, called Edge Color Transform (ECT) [49], use edge pixels to locate text regions, however there are several major differences between these two methods; first, ECT relies on gradient directions to assign colors to edge pixels whereas ECS employs the mean-shift algorithm to find the colors surrounding the edge pixels; second, for each input image, ECT produces two edge color maps which is one in the case of ECS; third, while ECS is based on the single-linkage clustering, ECT uses the region growing algorithm for creating groups of edge pixels. fourth, unlike ECT, prior to color assigning process, several geometrical relations are utilized by ECS to prune some of the non-text edge pixels. finally , while ECT uses a color distance metric, the distance metric of ECS algorithm is a combination of color and positional metrics.

3. The mean shift algorithm

Mean-Shift is a non-parametric mode-seeking algorithm that also can be used as a clustering method. As opposed to other clustering algorithms such as k-means, in this method [50] the number of clusters does not have to be known in advance. Given \( n \) data samples \( x_i, i = 1 \ldots n \) in \( d \) dimensional \( R^d \) space, estimating the probably density function with kernel \( K \) and bandwidth \( h \) is performed as:

\[
f(x) = \frac{1}{n h^d} \sum_{i=1}^{n} K\left(\frac{x - x_i}{n}\right)
\]

and symmetric kernels are defined as:

\[
K(x) = c_{k,d} \left(||x||^2\right)
\]

where \( c_{k,d} \) is a normalization factor. Assuming that \( K \) is differentiable, the modes of the function \( f \) are located at the zeros of the gradient of the function \( f \) that is equal to [51]:

\[
\nabla f(x) = \left(\frac{2c_{k,d}}{nh^{d+2}}\right) \sum_{i=1}^{n} (x_i - x) g\left(||x - x_i||^2\right)
\]

\[
= \left(\frac{2c_{k,d}}{nh^{d+2}}\right) \left(\sum_{i=1}^{n} g\left(||x - x_i||^2\right)\right) \left(\sum_{i=1}^{n} \frac{x_i g\left(||x - x_i||^2\right)}{\sum_{i=1}^{n} g\left(||x - x_i||^2\right)}\right)
\]

where \( g(s) = -k'(s) \). The first term of equation (3.3) is proportional to density function using \( G(x) = c_{k,d} g(x^2) \), and the second term is called the mean-shift vector:

\[
m_h(x) = \frac{\sum_{i=1}^{n} x_i g\left(||x - x_i||^2\right)}{\sum_{i=1}^{n} g\left(||x - x_i||^2\right)} - x
\]
The mean-shift vector always points at the direction of the maximum increase in density function [52]. The mean-Shift algorithm is realized through the iterative applications of the following equation:

\[ x^{t+1} = x^t + m_h(x^t) \]  

Eventually, the point \( x \) will converge to a mode of density function where the gradient of the density function is equal to zero. The mean-shift clustering algorithm is a practical application of the mean-shift mode-seeking algorithm in several random points in feature space. Application of the algorithm for each random point will converge to a mode. These modes are considered as the center of the clusters, and the number of clusters is equal to the number of modes.

4. The Proposed method

Since texts in natural scenes appear in such a way that attract human beings attention, texts regions usually have strong edges with good contrast with background. According to our observations on images on texts, there are usually three dominant colors around an edge pixel of text regions: color of text (foreground), color of background and color of the edge border, which is a mixture of foreground and background colors. We consider the set of dominant colors surrounding an edge as the color signature of the edge. As the color signature is almost the same for edge pixels of a text line, we use it as a cue for clustering similar edge pixels into text candidate regions. Figure 2 shows the flowchart of the proposed method.

4.1. Creating a pyramid of the input image

An image pyramid using different scales \((0.2, 0.4, 0.6, 0.8, 1)\) of the input image is created in this step of the algorithm, and all of the later steps are applied on each scale of this pyramid. The reasons for using different scales of the input image are twofold: first, the multi-resolution representation of the input image in the pyramid enables the method to detect text regions with different font sizes; and secondly, text edges extracted from lower levels of pyramid are more suitable, in case that the input image is blurred or has low contrast. This phenomenon has been shown in Figure 3. As it can be seen from Figure 3, the extracted edge map for the downscaled image is stronger than the edge map of the original one.

4.2. Edge map extraction

In the next step of the algorithm, the edge map of the input image is extracted using the Sobel method. We noticed that for extracting text edges, the Sobel operator performs better than the Canny operator; As can be seen from Figure 4, the Sobel operator produces less non-text edge pixels compared to the Canny method.
Figure 3: The effect of downscaling on edge map quality of blurred images, a) a blurred text image, b) downscaled version of a, c) edge map of the original image, d) edge map of the downscaled image

Figure 4: Comparison of the Canny and the Sobel methods for edge extraction of text regions, a) The input Image, b) Edge map of Canny method, c) Edge map of Sobel method

4.3. Filtering the non-text edge pixels
Considering that connected edge pixels of text regions has moderate complexity, for each edge connected component the ratio between the width and height of its bounding box must be in a certain range. Furthermore, our observations show that the ratio between the number of the edge pixels of text regions to the area of their bounding boxes is bounded to a certain range. In this step of the proposed method, we set a number of rules to remove some of the non-text edge pixels from the extracted edges. First, for each component of connected edges, the following conditions are checked and if a component does not satisfy one of these conditions, it is removed from the edge map.

\[ \alpha_1 \leq \frac{w}{h} \leq \alpha_2 \]  
\[ \frac{f}{ma} \leq \alpha_3 \]  
\[ \alpha_4 \leq \frac{\text{area}}{w \times h} \leq \alpha_5 \]  
\[ \frac{\text{area}}{ma} \leq \alpha_6 \]

where \( w, h \) are the width and height for the bounding box of the connected component respectively, \( \text{area} \) is the number of the pixels in the connected component, \( ma \) is the length of the main diameter and \( f \) is the ratio of the distance between the foci of the ellipse that has the same second-moments
The orientation and elongation of the ellipse are determined from eigen-vectors and eigen-values of the covariance matrix of coordinates for pixels on the connected component. Finally, the set of parameters $\alpha_i, i = 1 \ldots 6$ is empirically set.

The constraints (4.1) and (4.2) examine that whether the relative length and elongation of an edge connected component is within the typical range for a text edge component. The ratio (4.2) is within the range $[0, 1]$, larger value for this ratio indicates edge components are more elongated. In fact, constraint (4.1) and (4.1) are utilized for the same purpose, except that constraint (4.2) is able to indicate elongated edge components whereas (4.1) cannot detect this. Furthermore, congestion of the edge pixels in the edge component bounding box is examined using constraint (4.3). Very crowded or sparse edge components are removed using (4.3). Finally, constraint (4.4) inspects the uniformity of each connected component. The effect of each constraint has been shown on a sample image in Figure 5.

4.4. Extraction of edge color signature

For each of the edge pixels from the edge map that passed the previous stage, a descriptor which we call color signature is extracted in this step. We define the color signature of an edge pixel as the set of dominant colors surrounding the pixel in RGB space. To extract these colors, the mean-shift algorithm is performed on an $n \times n$ neighborhood of each edge pixel in RGB feature space. As stated before, the mean-shift algorithm is able to find modes of density function without knowing the number of density modes in feature space beforehand. The output of the mean-shift algorithm is a number of clusters; after extraction of each cluster, if a cluster contains less than 10 percent of the $n \times n$ population is ignored. The mode of the dominant clusters for each edge pixel constitute a set of colors which we refer to it as the signature of edge pixels.
4.5. clustering of the edge pixels by their color signatures

In the next step of the algorithm, the pixels in the edge map are clustered by single-linkage [53] algorithm according to their spatial position and their signatures. Single-Linkage is a hierarchical clustering algorithm; this algorithm initially starts with the number of clusters equal to the number of the data points. In each step of this algorithm, the two closest clusters are merged. The distance between two clusters is measured as the distance between closest pair of data points from two clusters. With a suitable distance metric, this algorithm is able to chain edge pixels belonging to the text regions together and form text lines. We define the distance between two edge pixels $p$ and $q$ as follows:

$$d(p, q) = \sum_{i=1}^{c_x} \min_{j=1, \ldots, c_q} d_{ij}(p, q) + \beta \times ||\text{pos}_p - \text{pos}_q||$$  \hspace{1cm} (4.5)$$

$$d_{ij}(p, q) = \sum_{k \in \{r, g, b\}} |k_{pi} - k_{qi}|$$  \hspace{1cm} (4.6)$$

$$||\text{pos}_p - \text{pos}_q|| = |p_x - q_x| + |p_y - q_y|^2$$  \hspace{1cm} (4.7)$$

where $c_x$ is the number of colors for point $x$, $\text{pos}_x$ is a $2 \times 1$ vector which represents the spatial position of $x$, $\beta$ is a parameter which controls the relative importance of color signature and spatial distance of edge pixels in clustering, $r$, $g$ and $b$ are color channels and $k_{xi}$ is the $k$ channel of cluster center (i.e. color) $i$ for point $x$. As it is indicated by equation (4.5), because of elimination of smaller clusters and the essence of the mean-shift algorithm, the number and the order of the colors for two different pixels may differ; therefore for calculating color distance between two pixels $\min$ operator is employed. Also, $|x|$ indicates the absolute value of $x$. The power 2 in the equation (4.7) prevents adjacent text lines from merging together. As it can be observed from equation (4.5) both color and spatial distance contribute for overall distance of edge pixels; However, if the color distance between two points was bigger than a predefined threshold, $C_T$, the corresponding clusters would not merge. Also, the nearest clusters in the Single-Linkage algorithm merge until the minimum distance between the clusters is bigger than a predefined threshold $T$. Finally, clusters that contain less than 20 points are eliminated and remaining cluster are considered as candidate text edges.

4.6. Extraction of the candidate regions

In this step of the proposed method, a minimal bounding box is fitted to the edge points of each edge cluster. Then, each bounding box is rotated to align horizontally. Afterward, the region within each candidate bounding box is fed to a cascade classifier to extract text regions.

4.7. The Cascade Classifier

A cascade classifier is trained for classification of candidate text regions. Cascade classifiers have been proven to be fast and reliable in many applications such as object detection and face localization [54], [55]. The cascade classifier in the proposed method consists of five Multi-Layer Perceptrons (MLP). The difference between the MLPs of the cascade chain is in the number of hidden layer neurons and the input features. The classifier at each stage of the cascade is more sophisticated than the previous stages regarding the features used and their complexity. Therefore, the number of neurons at hidden layers are increased from the first to last stage in the cascade chain. Accordingly, we designed a cascade classifier in which the first MLP has 10 hidden layer neurons and for each following stages 10 neurons are added respect to its previous stage. Advantages of this design are twofold: most of the non-text regions can be discarded using the simple features of the early stages.
of the cascade classifier, and more sophisticated features are only needed to be used in the last stages of the classifier. The features of each step of the cascade classifier are delineated in Figure 6.

Figure 6: Details of the cascade classifier

In the first three stages of the cascade classifier, a candidate image region is resized to the fixed size $32 \times 96$ to decrease time complexity of these stages, however in the last two stages another approach is utilized to preserve more information about the candidate regions. Local Phase Quantization (LPQ) [56] is used as feature extraction algorithm for the first stage of the cascade classifier. LPQ is the result of the quantization of the discrete Fourier transform of the candidate image region. These features are easy to extract and discriminative even for blurred images [57]. In the next stage, the candidate region is divided into non-overlapping $[32 \times 32]$ regions and uniform Local Binary Pattern (LBP) [58] features are extracted from each of these sub-regions. The third stage is similar to the second stage except that it uses LPQ features instead of LBP.

In the fourth stage, Histogram of Oriented Gradient (HOG) [13] and a modified version of features introduced in [59], which we call edge features are employed for classification. For extracting HOG features, the candidate region is divided into $4 \times 8$ non-overlapping regions. For extracting edge features, the magnitude and the orientation of gradient in the location of edge pixels are calculated in the intensity channel of $L*a*b$ color space [60]. For extracting edge features the candidate region is divided into $8 \times 16$ non-overlapping sub-regions and the following features are extracted from each sub-regions.

$$f_{ij}^{1} = \frac{avg(G_{i,j}^{e})}{std(G_{e}) + \epsilon} \quad (4.8)$$

where $avg(G_{i,j}^{e})$ is the average value of gradient magnitude in the sub-region located at row $i$ and column $j$. In addition, $std(G_{e})$ is the standard deviation of gradient magnitude of the candidate region and $\epsilon$ is a small value that is used to prevent division by zero.

The next two features are calculated using vertical, $v_{prj}$, and horizontal, $h_{prj}$, projection of the edge pixels as follows:

$$f_{ij}^{2} = \frac{num(v_{prj} \neq 0) + num(h_{prj} \neq 0)}{len(v_{prj}) + len(h_{prj})} \quad (4.9)$$

$$f_{\alpha+1}^{ij} = \frac{num(v_{prj} = \alpha k) + num(h_{prj} = \alpha k)}{len(v_{prj}) + len(h_{prj})}, \alpha \in \{2, 3, 5\}, k = 1, 2, \ldots \quad (4.10)$$
where num(.) is the number of the elements of the input vector that satisfies the input condition, 
len(.) is the number of the elements in the input vector, \( f_2 \) is the relative number of non-zero elements in both vertical and horizontal projections. Finally, the last feature counts multiples of two, three and five. These two features examine the distribution of the edge pixels in the region. Features \( f_2 \) is used to distinguish between zero and non-zero values and the last feature captures the overall structure of the projections. As the candidate regions are not resized for calculating these features, any arbitrary value can appear as the result of summation. Therefore, multiples of two, three and five are counted instead of pure summation. These numbers have been chosen empirically to maximize the classification performance.

In the last stage of the cascade classifier, the candidate region is resized to the height of 32 but the aspect ratio is preserved to maintain overall structure of the input region. Afterward, Discriminative Features-oriented Dictionary Learning (DFDL) [61] is employed for feature extraction from the candidate region. Extracting dense Scale Invariant Feature Transform (d-SIFT) [62] is the first step of DFDL. Then, a dictionary is learned for each class. In the test phase, d-SIFT descriptors are extracted from the candidate region. Finally, these descriptors are estimated using both text and non-text dictionaries. The sum of the estimated coefficients for the atoms of both dictionaries are the first features set of this stage. We call these features Atom Coefficients Histogram (ACH). Sum of the Absolute Bin Reconstruction Errors (ABRE) are the next set of features. Error values are calculated for each of 128 elements of the SIFT descriptor. Therefore, 128 features for text dictionary and 128 features for the non-text dictionary are obtained.

The cascade classifier is trained using a set of text and non-text images. For non-text samples a selection of images from the web was used. As the number of cropped text regions is very small, we synthesize text regions. The algorithm for synthesizing text regions has been described in the next session. For training each stage of the cascade classifier, the same number of text and non-text regions have been used. Non-text regions feeds to each stage are those which are misclassified by the previous stage.

### 4.8. Algorithm of synthetic text region generation

In order to train a cascade classifier properly, a sufficient number of training samples are required. Providing a sufficient number of non-text samples is a rather easy problem; on the other hand, preparing significant number of cropped text regions is time consuming. To extend the cropped text samples, inspired by the work [63] a method for synthesizing text samples is proposed.

Two colors \( c_f \) and \( c_b \) are chosen from the training images as foreground and background colors. A background image is selected and randomly cropped from the training database, crop; then color of each pixel in the background image is modified using the selected background color, \( c_b \), through the following equation:

\[
p_b(i, j) = \alpha \times \text{crop}(i, j) + (1 - \alpha) \times c_b
\]

(4.11)

where \( \alpha \) is a parameter of the algorithm, randomly chosen with a uniform distribution in range \([0 \ldots 0.2]\). This process intends to produce a synthetic background image similar to natural scene images.

In the next step, a few words are randomly chosen from a predefined dictionary to add on the synthetic background image. In addition, random numbers are used to generate the numerical text images. The synthetic text images are slightly rotated by a random angle to introduce diversity into training samples. Then, a Gaussian function with random parameters is added to the text image. This function is simulating the flash effect at the night and also the sun reflection on the text regions during the day. Applying a slight motion blur or Gaussian blur is the last step for the synthesizing
4.9. merging of the detected text regions

The result of text classification using the cascade classifier for each level of pyramid is a number of text regions. In the last step of the proposed method, all detected text regions from different levels of the image pyramid are integrated. Some of these regions contain more than a text line and should be eliminated. We refer these text lines as pseudo-text regions. Pseudo-text regions are detected by calculating the ratio of the height of each edge connected component to the height of the whole region; if the ratio is less than 0.6 for a connected component, the component is eliminated. Subsequently, if the sum of the convex-hull area of the remaining components is less than the 50 percent of the whole region, the region is regarded as pseudo-text and eliminated. Successively, two regions are merged, if their overlapping ratio is greater than 0.3 and their height ratio is greater than 0.5.

Outputs of the different stages of the proposed method have been shown in Figure 8 for a sample image.

5. Experimental results

In this section we introduce datasets for evaluating the proposed method and compare this method with other methods. The result of experiments are also reported in the section. Two datasets for English and Farsi text images are used for evaluating the proposed method besides other methods. For evaluating the proposed method on English text, the well-known ICDAR 2013 dataset is used. This dataset is composed of 233 train and 229 test images. Regarding Farsi text localization, to the best of our knowledge there is no shared image dataset from natural scene. Therefore, we have collected 450 Farsi natural scene text images, we call it Farset. This dataset is composed of different pictures from different cities of Iran and from other Farsi printed text scenes. These images were taken with different cameras and under different lighting conditions. The size of images varies from $320 \times 240$ to $4608 \times 3456$. These images contain different text fonts, styles, sizes, colors and backgrounds. A number of image samples in the Farset have been shown in Figure 9.

We adopted the evaluation protocol proposed in [64]. This evaluation method is similar to Pascal [65] evaluation method which is based on the overlapped ratio of the detected region and the regions of ground truth. The overlapped area is calculated after aligning both detected and ground truth rectangles horizontally. For each pair of detected and ground truth rectangles, a region indicated by the proposed methods is considered as correct detection if the overlap between it and corresponding rectangle in ground truth is greater than 0.6 and also the difference between direction of these two
rectangles is less than 30 degrees. Accordingly, precision, recall and F-measure are defined as follows:

\[ Precision = \frac{|TP|}{|E|} \]  \hspace{1cm} (5.1)

\[ Recall = \frac{|TP|}{|T|} \]  \hspace{1cm} (5.2)

\[ F - measure = 2 \times \frac{Precision \times Recall}{Precision + Recall} \]  \hspace{1cm} (5.3)

where \( TP \) is the number of the correctly classified regions, and \( E \) and \( T \) respectively are the number of detected and ground truth regions.

The proposed method was implemented in Matlab. As stated in the previous section, both cropped and synthetic text images is used for the training of the cascade classifier. The cropped samples are obtained from the train set of ICDAR 2013 and Farset datasets. For creating synthetic text samples, Bijankhan corpus [66] is used. This corpus consists of 2.6 million different words from
different subjects. For English text localization, a set of 300 thousand words has been used. All of the parameters of the proposed method is chosen to produce best results based on the training sets. The proposed method has been compared to several other methods on ICDAR 2013 dataset and the results have been reported in Table 1. As it can be seen from the table, the proposed method has produced promising results compared to other methods.

In addition, the proposed method has been compared to [3] and [67] on Farset dataset. These are two well-known methods that their source codes are shared. Since in most of the methods, the exact values of some parameters are unknown, we abstained from self-implementing any other method. The result of comparing the performance of the proposed method with the mentioned methods have been reported in Table 2. Comparison results indicate that the proposed method has produced competitive results for both Farsi and English text localization. A number of image samples as the output of the proposed method have been reported in Figure 10 and Figure Figure 11.

6. Conclusion

A new natural scene text localization method was proposed in this paper. The proposed method is able to detect both Farsi and English texts. Our method starts by creating a pyramid by different scales of the input images. Then edge map of the input image is extracted and some of the non-text edge pixels are removed by the means of shape features. Afterward, for each edge pixel, edge color signature (ECS) is extracted. By employing ECS and spatial position of each edge pixel as features, the Single-Linkage clustering algorithm is used to group edge pixels to from candidate text regions. Finally, a cascade classifier, which utilizes LPQ, LBP, Edge, ABRE and ACH features, is applied to eliminate non-text candidate regions. Since the proposed method makes no assumption about the
Table 1: Comparison results of the proposed method with several methods on ICDAR 2013 dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision(%)</th>
<th>Recall(%)</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>The proposed method</td>
<td>90.1</td>
<td>75.46</td>
<td>82.14</td>
</tr>
<tr>
<td>Lu [59]</td>
<td>88.55</td>
<td>69.58</td>
<td>78.19</td>
</tr>
<tr>
<td>USTB TexStar [34]</td>
<td>88.47</td>
<td>66.45</td>
<td>75.89</td>
</tr>
<tr>
<td>Text Spotter [37]</td>
<td>87.51</td>
<td>64.84</td>
<td>74.49</td>
</tr>
<tr>
<td>Text Detector CASIA [30]</td>
<td>84.70</td>
<td>62.45</td>
<td>72.16</td>
</tr>
<tr>
<td>Text Detection [26]</td>
<td>74.15</td>
<td>53.42</td>
<td>62.10</td>
</tr>
<tr>
<td>Ghanei [48]</td>
<td>88.55</td>
<td>66.60</td>
<td>76.02</td>
</tr>
<tr>
<td>FASText [19]</td>
<td>84.00</td>
<td>69.30</td>
<td>76.80</td>
</tr>
<tr>
<td>Zheng [39]</td>
<td>89.50</td>
<td>77.63</td>
<td>83.14</td>
</tr>
<tr>
<td>Neuman(b) [38]</td>
<td>82.10</td>
<td>71.30</td>
<td>76.30</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the proposed method with two other methods on Faret dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision(%)</th>
<th>Recall(%)</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>90.84</td>
<td>87.54</td>
<td>89.16</td>
</tr>
<tr>
<td>Characterness [31]</td>
<td>63.56</td>
<td>47.85</td>
<td>54.60</td>
</tr>
<tr>
<td>Neuman(c) [3]</td>
<td>48.11</td>
<td>41.62</td>
<td>44.63</td>
</tr>
</tbody>
</table>

Figure 10: Samples of the detection results of the proposed method on ICDAR 2013 dataset
structure of the detected language, it is able to produce promising results on both Frasi and English datasets.
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