Application of 2D fractal dimension in content based video summarization

Hadi Yarmohammadi\textsuperscript{a,}*\textsuperscript{a}, Hossein Marvi\textsuperscript{b}, Hamid Hassanpour\textsuperscript{a}

\textsuperscript{a}Faculty of Computer Engineering, Shahrood University of Technology, Shahrood, Iran
\textsuperscript{b}Faculty of Electrical Engineering, Shahrood University of Technology, Shahrood, Iran

(Communicated by M.B. Ghaemi)

Abstract

In this paper, a novel method for video content summarization has been proposed by calculating the fractal dimension of frames. Summarization of the video is the first step in automatic video analysis. In this paper, we use the support vector machine (SVM) and the decision - tree to identify the shot boundary and classify them. In order to compute the fractal dimension, the numerical method has been expressed. The results of this implementation were also reported on TRECVID 2006 data collection. The results show that the relative advantage of the method presented in this paper is compared to other articles.
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1. Introduction

With the availability of digital video production tools such as smart phones and closed circuit cameras, Huge array of personal and commercial video archives have been created. quick accessing to the information and content of the video archives requires effective tools and methods. Therefore, the automated video analysis is one of the basic requirements of today’s archives. video summarization is the first step in the automated video analysis, so in this paper a novel method is presented based on the fractal dimension of video frames to summarizing the video. the first and most important step
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in the video summarization is the shot boundary detection. If the detection of the shot boundary is properly done, the performance of the summarization system will also increase dramatically.

Shot is a "comprehensive entity" that can be used as a video base block that supports a large number of access operations in a high level video. Since the conceptual content of a video is highly dependent on the imaging process, the full segmentation of the video is as an initial step for most of the video processing tasks. According to whether the transmission between shots is a gradual or sudden, the shot boundaries are classified into two sudden transitions and a gradual transition categories. If the two shots are directly connected together, the location of this connection is called a sudden transition, on the ground between the end of the previous shot and the beginning of the next shot there is no gap; on the other hand, if the video frames are integrated based on some specific ways to make the connection more visually smoother, this connection is called a gradual transition.

The shot boundary detection, which is also called time segmentation of the video, is the process where the transition between adjacent shots is identified. So far, many methods have been proposed for the shot boundary detection.

2. Related work

Shot boundary detection is very important in automated video analysis, so several methods have been proposed for shot detection. In [1] a method has been introduced based on edge information and histogram. This system has also given an application for embedded systems. In [2] a method has been proposed found on local and global dissimilarity criterias. Efficiency of this system has been proved in some TV shows. In [3] a method also has been reported based on mutual information. In this method mutual information in neighbor frames of a video is calculated. Then mutual information signal which is corresponding to the entire mutual information of neighbor frames of a video is extracted. In this signal minimum values of mutual information indicates the neighbor frames that have least similarity and they can be chosen as boundary frames of two different shots. In [4] a technique has been published based on fuzzy sets. In order to achieve high accuracy in boundary shot detection, low-level selected feature is essential. But in a frame or a video there are many features like pixel values, different color channels, static features, color histogram and etc. So that, as selected features for showing a shot or a video is more suitable, calculation costs decreases and performance increases. To reach this goal, the procedure of efficient selection is based on fuzzy sets, has been reported. For shot boundary detection, 12 candidate features which are classified in 5 types usually are extracted for typical applications. Also in [5] a method has been proposed based on hidden Markof model. It is used three video segmentation features in this model which are: 1. histogram, 2. measure sound distances and 3. estimation of object movements are used between two neighbors frames.

Histogram measures distance between two neighbor frames based on distribution of brightness levels which in those points includes 64 classes placed on brightness degree. Sound distance which is measured each 20 milisec by using its first transform to sequence of SEPTAL vectors, is calculated.

Also color histogram as an efficient method which has a suitable performance has been published in [6]. But this algorithm faces a problem in selecting identical boundaries for shot detection in big pictures because of using vast set of different features and its needed to develop in order to boundary adaptation.

Histogram technique uses three 64-bit histogram (one histogram based on brilliance and two histograms based on color distribution) then these three histograms are concatenated to each other and N-dimensional vector is created. Which N corresponds to the sum of entire units in these three histograms. In this technique by using of cosine function we will be able to compare different frame
histograms. In [7] for achieving shot boundaries of a video a searching pattern called octagon square has been used. In first step features such as color, edge, movement and etc. are extracted for finding shots. Then by using of movement feature and octagon square searching pattern it can detect a shot. In [8,9] convolution neural network and deep learning model have been used in order to detect shots range.

3. CALCULATING THE FRACTAL DIMENSION

In this paper, fractal dimension is used to determine the similarity criterion between two frames. Fractal dimension shows the complexity of a frame. If there is no changes in shots, fractal dimension will not vary that much for neighbor frames. Despite this, for the frames which are between the shot boundaries, fractal dimension will differ obviously. In order to calculate the fractal dimension we have used the proposed method in [10]. As it is shown in figure. 1, each frame is divided into basic shapes and sum of each shapes area are counted. In next step, size of basic shapes are doubled and sum of areas are calculated again. This procedure will be continued by doubling the size of each shape until it be as big as the size of the frame. By multiplying the sum of these areas by a constant factor, A(k), the fractal dimension will be as follow:

\[ D = \frac{\ln A(k)}{\ln \frac{1}{k^2}} + 1 \]  

(3.1)

Where D represents fractal dimension and A(k) is the sum of areas of the basic shapes in kth level.

One of the problems in the proposed algorithm in [10] is ignoring the size of the basic shapes. In this method, the gray value difference between two neighbor pixels are considered as the distance between these pixels. Because of this, In most of the neighbor pixels, the size of the line will be zero. Consequently, the area of the basic shapes will be turned to zero. To avoid this problem In this paper, it is attempted to use a constant value when the area of the basic shape is zero. The
result of this work is shown in figure.2. According to figure.2 it is determined that the area of the basic shapes shouldn’t be less than 0.7 and more than 1.5. Because in this condition, the calculated fractal dimension will not be acceptable. In this paper, If Euclidean distance between two neighbor pixels be zero, area of that basic shape will be considered one as default.

After calculating the fractal dimension of each frame and collecting these numbers, we get a signal which represents the whole fractal dimensions of the video. In Figure.3 one these signals are represented.

4. WAVELET TRANSFORM

By using the wavelet transform, we can get a good perspective of the signal and also see the difference between values and base line. For this purpose, the wavelet transform is applied on the signal in Figure.3 and it is shown in Figure.4.

5. Windowing

After the applying of Violet transform, we perform an overlapping window on the signal from it. We also consider the size of each window 50. The purpose of this windowing is to convert the signal into smaller segments, Which can make a more accurate comments on the shots. After the windowing, the signal positioned under each window is given as input to the support vector machine.

6. Support vector machine and decision tree

The training data for the support vector machine is the sub-signals obtained from the signals witch extraction of fractal dimension from the frames. For the detection of shot or absence of a
signal which located in a window, we refer it to the support vector machine as the test input. The support vector machine using the training data it has already observed will be able to determine whether the sub-signal is a shot or not. After being shot confirmed by the support vector machine, we use the decision tree to specify the type of shot. The proposed system in this paper is able to detect two types of shot transitions: gradual transition and sudden transition. In order to better understand the proposed system, the flowchart of this system is presented in Figure 5.

7. KEY FRAME EXTRACTION

In this paper, a static video summarization system has been proposed. In this system, in order to summarize a video file, after shot detection, key frames are extracted over the shots. Extraction means finding a frame which is independent of other shot frames. Input of this procedure is a shot. In this step, fractal dimension is used for finding the key frames like the previous section. For this purpose, we extract the fractal dimension of each frame in shot. Result of this step is a vector with N length which N is the length of shot. Then after sorting this vector in a Descending way, we extract first m values as key shot frames. m depends on the length of the shot and it can differ for each shot. In this paper we have used summarization value of 1/30 which means 1 of 30 frames is chosen as representative. The reason of using these values is in TRECVID2006 database all videos have frame value of 30 per second. In fact with use of summarization values we extracted a representative frame over each second. Experiments show that if there are no fast movements in a video, this value will have good performance in extracting the key frame. To compare the results of the summarization we used fidelity criterion.

8. DATASET

First data used in this research is TRECVID2006, it includes more than 10 hours video which contains various shots, second data created by authors to evaluate proposed method, this set includes more than 2 hours of video in which videos gathers from sport and financial news and movies. Table 1 shows the video parameters and number of shots occurred in each of them.

Table 1 shows the video set parameters and types of shot changes in these set. TrecVid can be accessed by nist.gov website. Sample frames of Dataset shown in figure 6.
Figure 5: flowchart of proposed method for shot boundary detection

Table 1: dataset

<table>
<thead>
<tr>
<th>Video Set</th>
<th>Number of frames</th>
<th>Number of shots</th>
<th>Shot types</th>
</tr>
</thead>
<tbody>
<tr>
<td>TrecVid 2006</td>
<td>More than 500000</td>
<td>More than 1000</td>
<td>Abrupt-Gradual(Zoom, Fade-in,Fade-Out)</td>
</tr>
<tr>
<td>Our set</td>
<td>430000</td>
<td>508</td>
<td>Abrupt-Gradual(Zoom, Fade-in)</td>
</tr>
<tr>
<td>Total</td>
<td>More than 900000</td>
<td>More than 1500</td>
<td>-</td>
</tr>
</tbody>
</table>
9. Evaluation result

The performance of shot boundary detection and classification can be evaluated using precision, recall. To evaluate the methods also we used Correct Detection rate.

\[
Precision = \frac{\text{correctdetectedchanges}}{\text{correctdetectedchanges} + \text{wrongclassifiedchanges}} \tag{9.1}
\]

\[
Recall = \frac{\text{correctdetectedchanges}}{\text{correctdetectedchanges} + \text{undetectedclassifiedchanges}} \tag{9.2}
\]

\[
CorrectDetection = \frac{\text{correctdetectedchanges}}{\text{Allshotchanges}} \tag{9.3}
\]

Table.2 shows the analysis results for proposed method and compare it with the other state of art methods. We show the ROC curve for proposed method which shows the detection capabilities. Our classes for each part of signal can be non, abrupt, gradual(zoom), gradual(fade).

Figure.7 shows sample results on video set, changes in frames also seen in the figure. Precision-Recall Curve shows how is misclassification rate to undetected shots. Figure.8 shows the results using SVM classification method.

To show the accuracy of proposed method we should clarify these method is better than recent methods, table 2 shows the comparison between methods using various metrics. In table 2 results analyzed based on correct detection rate, precision, recall and ability to detect shot sub-types.

Result shows that the proposed method has better precision, recall and detection rate, also few methods able to classify shot changes sub-types. Computational time of proposed method is real-time and dont need major overhead in video analysis.

According to table.2 our method compared with other shot boundary detection and classification, methods detection rate calculate on our datasets by our evaluation, classification ability based on main methods. Figure.9 shows Recall-precision curve . figure.10 shows that our method achieve good result when key frame number is less than 15.
Figure 7: fractal dimension signal for video and detected shots and their frames

Table 2: comparison result

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>Detection Rate</th>
<th>Sub-type classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tong et al [11]</td>
<td>98.60</td>
<td>86.90</td>
<td>95</td>
<td>N</td>
</tr>
<tr>
<td>Chasanis et al [12]</td>
<td>97.50</td>
<td>98.87</td>
<td>96</td>
<td>Y</td>
</tr>
<tr>
<td>Amiri et al [13]</td>
<td>94</td>
<td>96.80</td>
<td>92</td>
<td>N</td>
</tr>
<tr>
<td>Bi et al [14]</td>
<td>98.93</td>
<td>98.80</td>
<td>98</td>
<td>N</td>
</tr>
<tr>
<td>Proposed</td>
<td>99.02</td>
<td>97.22</td>
<td>99</td>
<td>Y</td>
</tr>
</tbody>
</table>
Figure 9: Recall-Precision Curve for shot detection and classification

Figure 10: key frame extraction comparison
10. CONCLUSION

In this paper, a method for content based video summarization was presented. This method was based on the computation 2d fractal dimension, in order to ease the work after calculating the fractal dimension of the video, wavelet was used. the support vector machine was used as a tool for shot detection finally, the decision tree determined the type of shots. Key frame extracted based on 2D fractal dimension too. the results show the effectiveness of this system.
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