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Abstract

Today, software projects are a major part of information and business technology. Estimating the
cost and delivery time of a project is one of the most important aspects of its development process.
The results of this estimate are directly related to the failure or success of the whole project. Project
anomalies, high diversity, intangibility, and poor standards are obstacles that have hampered various
current forecasting models. In this regard, the aim of this paper is to provide an intelligent hybrid
model that is able to weigh the project features properly. The main idea of the proposed model
is based on mathematical methods, soft computing and using previous estimation methods. After
the complete introduction of the new model, its efficiency is evaluated using Desharnais and ISBSG
databases. The results indicate higher accuracy and greater flexibility of the proposed model. Im-
provement rate shows in the various metrics such as MdMRE, Pred(0.25) and MMRE separately,
but the average improvement rate is 31%.

Keywords: Intelligent model, Analogy based estimation, Differential evolution algorithm, Budget
and time estimation.
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1. Introduction

Estimating the costs of a software project is one of the most important tasks in software projects
management. The main reason for estimating such costs is that it is not possible to make accurate
plans, monitor and control a project [1]. Unfortunately, the process of estimation cannot be trusted
in software projects. None of the estimation models can estimate the costs of a software project
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accurately. The estimation of human efforts in software projects is greatly influenced by irrelevant
factors and misleading information. In addition, software developers are willing to improve the
proposed estimates even after receiving feedback on them. One of the ways of effort estimation is to
use automated estimators. In fact, an effort estimation model can be used as decision-making support
tools which make it possible to investigate the effects of the features of a project and a team on the
increase in costs. For the past three decades, researchers have been very willing to use various software
applications for effort estimation models in order to overcome the variety of software development
processes [2, 3]. Although improving the accuracy of different estimation models requires too much
time and cost, effort estimation applications cannot be expected to operate highly accurately. It
is because of uncertainty in software development projects and factors such as dynamic features,
software innate complexities as well as the problems resulting from the lack of standardization and
insufficient information on the software [4].

Software effort estimation models are meant to estimate the efforts required to develop a software
application in the best way. However, the conducted effort process is not reliable because it depends
on the values of features which are unclear in the first steps of the project. Nevertheless, this process
is to be carried out because a huge investment is made to develop a software application. Studies
show that the implementations of software projects are very unlikely to succeed, and only 30-35%
of all the software projects have been completed in the determined time and budget [5]. One of
the most important reasons for the failure of software projects is wrong estimation and inaccuracy.
Such problems come from overestimation or insufficient effort, both of which have negative effects
on the process of a software project. The use of various effort estimation models is on the rise,
and software teams employ a variety of methods to estimate effort in their projects. It is important
to present a realistic effort estimation without sufficient information on the area and domain of
the system as well as the environmental and culture conditions of the software development team
and technical complexities. The current effort estimation methods introduce the relative errors
as the most important goal and try to reduce it as much as possible. Due to the uncertainty and
complicated and nonlinear characteristics of software projects, the concentration of estimation model
on this criterion cannot simply provide the groundwork for high and reliable accuracies. Furthermore,
single-objective optimization-based estimation models are not able to manage projects. The results
of such estimators are significantly different in one database from another one. Therefore, it is not
possible to generalize the accuracy of the current effort estimator in various software projects because
of high complexities [6, 7].

2. Related works

Estimation of software effort plays a crucial role in project development process, because it af-
fects their project quality, turnaround time, and development risk [8]. In reality, late or early release
impacts both the progress of a software product and the diversion of money. Unique computer
project properties have made it tougher than it should seem [9]. Like other ventures, the software
project is subjective, variable, dynamic and heterogeneous items that cannot be reliably measured,
except with the assistance of a specific dataset. Different models and approaches have been sug-
gested to approximate the effort, which can usually be divided into 2 classifications: non-algorithmic
and algorithmic. For calculating the production effort, algorithmic techniques such as COCOMO
(Constructive Expense MOdel), MLR (Multiple regression), ROR (Robust regression) use statistical
models and variables [10]. By comparison, non-algorithmic methods like Expert Judgment (JE),
RBF (Radial Basis Function) CBR (Case Based Reasoning), employ historical data analysis to es-
timate. Soft computation methods, expert analysis, and CBR have recently been widely used for
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effort calculation in science [10, 11, 12]. For e.g., some of the items used appear in the following
partial list:

- Different weighting models for software project features [11, 13, 14].
- ABE (Analogy Based Estimation) system which Shepperd implemented in 1997 [15].
- Boehm introduced the COCOMO and COCOMO II models [16, 17].
- Usage of a Bayesian network to predict software projects effort [18].
- Neural networks are used to estimate project delivery time and cost [19].
- Use of various data mining techniques to improve estimate accuracy [12].
The list is difficult to complete and there are several instances for each scenario. In 1963 expert

judgement was adopted and uses the consensus of experts as a new process [20]. One effective
approach is the Shepperd Analogy approach which was implemented in 1997 [21]. These models
have provided the most implementations and enhancements in separate articles. Though, due to
its clarity, being simple, high consistency and because it assumes no inference, ABE method has
been often used and maybe it can be considered the most common estimation model [22]. Figure 1
demonstrates a number of enhancements and changes in different models to maximize the precision
of the predictions.
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Figure 1. Various softwire development effort prediction methods 
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Figure 1: Various softwire development effort prediction methods

As seen in Figure 1, ABE has had the greatest enhancements as a simple and common tool and has
been coupled with numerous methods such as Fuzzy theory [23], ACO (Ant Colony Optimization),
and ICA (Imperialist Competitive Algorithm) [24]. While both of these approaches have resulted in
some changes, but high cost, high difficulty and, most significantly, its limited implementation has
diminished performance. The remainder of this paper is structured as follows: the ABE method,
its essential components and the principles used in the proposed approach are presented in Part 3.
Part 4 reveals Differential Evolution algorithm. Sections 5 and 6 are dedicated to developing the new
model and its effects, respectively. Part 7 incorporates related development risks. Lastly, Section 8
contains future works and key findings.
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3. Analogy Based Estimation

This model is generally chosen for its usability, efficiency, versatility and general researchers’
experience with it. Many models or other approaches will however be used in this paper’s proposed
model and this is one of the benefits of the suggested approach. The ABE paradigm was implemented
as an alternative to the algorithmic methods by Schofield and Shepperd in 1997 [15]. ABE identifies
the connections of one project to other related projects by using the Similarity function and the final
solution is sought using the Solution function after the discovery of other specific project, including
the equivalences and parameters seen in KNN’s parameter [11, 15, 25]. ABE is commonly used in
recent studies due to its usability and reasonable approximation precision. The next steps are usually
taken by this method:

- Historical data collection from prior services to create the database
- Weighting and collecting comparative mechanism functionality of a project
- Use similarity function to pick the resources closest to the test project
- Final step for the solution function to search.

3.1. Similarity Function

ABE utilizes a similarity algorithm that measures the characteristics of different digital projects
and considers their correlation. There are two popular functions, Manhatan and Euclidean. Equation
3.1 indicates the Euclidean similarity function [26].

Sim (s, s′) = 1

[
√∑n

i=1 wiDis(fi,fi′ )+δ]

δ = 0.0001
(3.1)

Dis (fi, f
′
i) =

 (fi − f ′
i)

2 if fi and f ′
i are numerical or ordinal

0 if fi and f ′
i are nominal and fi = f ′

i

1 if fi and f ′
i are nominal and fi 6= f ′

i


Where s and s′ are the two projects contrasted and wi is the weight of the project feature. The

weight will range from 0 to 1, even fi and f ′
i show the i-th feature of s and s′ projects, and n is the

total features count. The worth of δ never causes the devisor to be zero. Although, other functions
such as Minkowski similarity [27], maximum distance [28], and rank mean [29] are also accessible
but were used less compared to the two functions provided. Equation 3.2 indicates to the Manhatan
function [30].

Sim (s, s′) = 1

[
∑n

i=1 wi Dis(fi,f ′i)+δ]
δ = 0.0001

(3.2)

Dis (fi, f
′
i) =


|fi − f ′

i | if fi and f ′
i are numerical or ordinal

0 if fi and f ′
i are nominal and fi = f ′

i

1 if fi and f ′
i are nominal and fi 6= f ′

i


3.2. Solution Function

The solution method is used to measure the final value of the developing project. The common
solution functions are median [31], inverse weighted distance, mean and closest [24]. Median calcu-
lates the average value of project efforts with the expectation of n>2 and reverse calculate the cost
value based on Equation 3.3. Mean function takes into account the average value of costs derived
from n equivalent projects [32].
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Cp =
K∑
k=1

Sim (s, sk)∑K
i=1 sim (s, si)

CSk
(3.3)

Where s is a new project, sk is the related project, Csk is the sk project effort and K is the number
of most related projects in general. Eventually, Sim(s, sk) represents the degree of resemblance
between the projects. For previous experiments several solution functions were used, several of
which used only one solution function [15], while the others used multiple functions [33].

3.3. K Nearest Neighbor

KNN indicates the number of projects to be used in the process of comparison via ABE. Seeking
the right value for K has been one of the big problems for researchers in recent years, since variations
in the K value have a significant impact on the precision of the prediction. The best value for K,
too, differs from one database to the next. Some experiments indicated that the value of K is fixed
[31, 34] and others found it to be a dynamic value with a given range [35, 36]. Some experiments
have also been published on the adaptive search approaches to determine the best values for K [32,
37, 38]. The visual structure of the ABE system is shown in Figure 2.
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Figure 2: ABE diagram

4. Differential evolution

Differential evolution algorithm is an accurate, scalable, and simple-to-use method for mathe-
matical optimization. DE is an optimizer based on the population that generates real encrypted
vectors that depict the solutions to the problem [39]. The DE begins by an original population of
real vectors. The variables are configured both arbitrarily with maybe real values, hence they are
distributed uniformly across the question space. DE produces new vectors during optimizing, which
are disruptions of current population vectors. The code disturbs variables with the weighted distance
of two randomly population vectors and applies to a third selected vector to generate the trial vector.
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The test vector interacts with the same index of the present population. If the trial produced a better
option than the vector of the current population it takes its place in the dataset. Two parameters
parameterise the DE algorithm. Crossover probability (C∈[0, 1]) defines the number of bits that
are passed to the trial vector from its competitor and the scale factor (F∈(0, 1)) determines the fre-
quency at which the population increases [40, 41]. Figure 3 displays the DE algorithm pseudocode.
The theory of differential evolution is to get a new vector by applying the weighted difference vector
of any two individuals to another [42].   
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5. The Proposed Model

Given the variety of software projects and also the various features of software systems, comparison-
based models such as ABE cannot perform well despite high simplicity and flexibility. Determining
the degree of similarity that occurs between two services, irrespective of the significance of each
element, can adversely affect the credibility of the analogies. The evaluation process requires more
focus when compared to other projects due to the unpredictable and complicated nature of the
software services. Extensive attribute evaluation may enhance the efficiency of the ABE approach
before comparison with a service. As mentioned earlier, the comparison stage in the ABE approach
is performed via the similarity function. Hence, the proposed method focuses optimizing similar-
ity function efficiency. Different methods have been presented for the appropriate weighting of the
available features in software projects to improve the performance of ABE. In this study, the DE
algorithm was used as a tool to weight the features appropriately. Flexibility and adaptability are
two valuable specifications of DE that enable it to overcome the complexity and vagueness of soft-
ware project features. DE algorithm gives weight to propose similar function. The proposed model
includes two steps: the training step in which appropriate weights are distributed and allocated to
the features; the testing step in which the proposed model is evaluated. Since it is very complicated
to compare the features of two software projects, the proposed method can improve the performance
of ABE. The performance criteria introduced in this paper can be used to evaluate the proposed
model.
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5.1. Performance criteria

In many studies several distinct performance standards have been presented. Four Specific per-
formance metrics are used in this study. The aim of using these parameters is to determine the
accuracy of model estimations. For example, absolute residual (AR) illustrates the difference accord-
ing to Equation 5.1 between real and expected values [15].

ARi =
∣∣∣Xi − X̂i

∣∣∣ (5.1)

In this equation, Xi and X̂i are the actual and the predicted values of the ith instance, respectively.
MRE (Magnitude of Relative Error) is an accepted, important, and extensively used performance
criterion in effort estimation. As shown in Equation 5.2, MRE is the error rate between the actual
required effort and the estimated one. Lower MRE values indicate better model performance [43].

MRE =

∣∣∣Xi − X̂i

∣∣∣
Xi

(5.2)

Two other important criteria that are obtained from the overall mean and median of errors
are presented in Equations 5.3 and 5.4, respectively. Here also, lower values signify better model
performance. The difference between the two parameters MMRE (Mean Magnitude of Relative Error)
and MdMRE (Median Magnitude of Relative Error) is that the median is less sensitive to large values
and to outliers. The PRED(0.25) parameter, which is the percentage of successful predictions that
fall within 25% of the actual values, is a usual substitute for MMRE and is expressed in Equation
5.5. For example, PRED(0.25) = 0.5 means that half of the estimates have a 25% distance from the
actual values.

MMRE =

∑N
i=iMRE

N
(5.3)

MdMRE = Median(MREs) (5.4)

PRED(0.25) =
100

N

N∑
i=1

{
1 if MREi ≤ 25

100

0 otherwise
(5.5)

5.2. Training Step in the Proposed Model

First, the projects were randomly divided into three classes, one of which is test, and the other
two are training sets. The training projects are used to train the proposed model, whereas testing
projects are used to evaluate the efficiency of the proposed model. In other words, training projects
are employed to obtain the most appropriate weight and parameters. The testing projects are meant
for the evaluation of the training step. The process of implementing the training step can be seen in
Figure 4.

In addition, a number of weights are allocated to the features of the project with the DE algorithm.
These weights are used in the similarity function through Equations 3.1 and 3.2. The number of
weights will be equal to the number of features, and they are used to determine the importance of
each feature. In the next step, the project (or similar projects) will be sent to the solution function.
In this step, DE presents three recommendations as the solution functions, and MRE is calculated.
This process is iterated until all the training projects are estimated. In other words, there will be
MREs as many as the training projects. If there are no other projects, the next step will be to
calculated PRED and MMRE. Therefore, the differences in the values of MMRE and PRED will be
regarded as the fitness value in the proposed method.



92 Amid Khatibi Bardsiri

5.3. Testing Step in the Proposed Model

Testing services assess the accuracy of the proposed method. In this step, the proposed similarity
function is regarded as the inputs of the similarity function to determine the efficiency of the proposed
method in training services. In addition, the optimized weights, obtained from the training step, will
be sent to this function. According to Figure 5, a service is first selected from checking services and
sent to the similarity function in the same way as the training step.

Then the cost required for the service is predicated. After that, MRE is calculated. This process is
iterated until the testing projects are not finished. Finally, PRED and MMRE are estimated. These
parameters indicate the accuracy of the proposed model. Figure 5 shows the steps of conducting the
testing step.   
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5.4. Datasets description

The numerical data is needed for the evaluation of the prediction methods. This is why past
studies used separate databases. In the preceding study, an analysis of various databases investigated
the properties and reliability of each database [44]. To analyze the estimation methods, two actual
databases were used. Regretfully, most existing databases are fairly small, with many anomalies
included. The key benefit of artificial sets of data is they can pick and improve their size. In
addition, the user can change the modes and functionality of the database.
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5.4.1. ISBSG dataset

The data in the International Software Benchmarking Standards Group (ISBSG) repository [45],
which contains 5052 software projects completed in the past, was used in this research. This repos-
itory, which includes 109 features for each project, has collected its information from 24 different
countries. The data contains a varied spectrum of programs, architectures, platforms, program-
ming languages, and development tools and methods. Following the filters mentioned below, an
appropriate subset of ISBSG dataset was selected for this research.

1. Among the different data in the repository, only the ”a” and ”b” quality rates were used that,
according to the ISBSG report, there is no doubt about their correctness.

2. The normalized amount of effort was used for comparing and studying projects (in the case of
incomplete projects).

3. Projects without fields that were selected for this research were omitted in order to have
complete information.

4. Normalized ratios higher than 1.2 were not used (the ISBSG itself has suggested this for achiev-
ing greater accuracy).

5. A web development environment was considered that could encompass the concept of software
services and the provision of web-based services.

6. The ”ifpug” measurement method (the count approach) was used for all of the projects.

In the end, by following the above-mentioned filters, 66 software projects were obtained and the
research was continued on them. Test data must be used to derive the efficiencies of the various
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estimation models. Among all the present features, six important ones [Input count (Inpcont),
Output count (Outcont), Enquiry count (EnqCont), File count (FileCont), Interface Count (IntCont)
and Adjusted function point (AFP)] were selected that influenced the development effort [Normalized
effort in hours (NorEffort)]. The statistical data obtained from this dataset is presented in Table 1.

Table 1: Description of ISBSG dataset
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Table 1. Description of ISBSG dataset 

Variable Minimum Maximum Mean Median Std 

InpCont 3 1185 169 95 199 

OutCont 10 698 143 67 165 

EnqCont 3 653 150 116 137 

FileCont 7 384 129 108 97 

IntCont 5 497 76 43 95 

AFP 107 2245 672 507 534 

NorEffort 562 60826 6860 4899 8406 
 

5.4.2. Dasharnais dataset

Dasharnais is one of the most common datasets in the field of software effort estimation [46].
Although this dataset is relatively old, it has been widely employed in many of recent research
studies [36, 47, 48]. In this dataset, there are 81 projects related to a Canadian software company,
out of which four projects include missing values and the remaining 77 projects are considered in the
evaluation process. Each project is described by nine attributes. One of the attributes (language) is
categorical and the remaining ones are numerical. Table 2 provides the statistical information about
this dataset.

Table 2: Descriptive statistics for Desharnais dataset
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This paper was meant to use the results of different estimation methods to compare the proposed
model with other common models and obtain its accuracy. Some of these common models are ROR
(robust regression), LSE (linear size adjustment), MLR (multiple linear regression), RBF (Radial
basis function), SWR (stepwise regression), LMS (leas median of squares regression), ABE (analogy-
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shows the adjustment of parameters in each algorithm.
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Figure 6: The results of different models on ISBSG dataset

The smallest value of MMRE was 0.51 coming from proposed model, and its worst value was 0.93
resulting from SWR. Considering this parameter in the proposed hybrid model, ANN was ranked
the second, and RBF was ranked the third. Moreover, the lowest value of MdMRE was 0.32 coming
from proposed method, and its worst value was 0.6 resulting from RBF. Regarding this parameter,
ROR was ranked the second. Considering the last column, PRED of the best value was 0.69 coming
from proposed, and the worst value was 0.34 coming from MLR. Therefore, proposed was ranked the
first.

The results of the proposed model were significantly improved on this dataset mainly because of
appropriate weighting and the accurate selection of solution and similarity functions. ISBSG dataset
is a relatively standard dataset, a fact which has improved the accuracy of the proposed model.
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As performance indicators are quantitative and generic, there is a need for an objective statistical
method to provide specifics of how measurement errors are spread. Boxplot is a kind of chart which
can clearly show the mean, spread, and set of values. In comparison, the Boxplot figure corresponding
to MRE of different methods is seen in Figure 7. This graph illustrates how faults are spread through
different prediction systems. As seen in Figure 7, the proposed method’s inter-quartile interval is
smaller than other ones, and from this the smallest mean is derived.

Moreover, the number of outliers in proposed method is the smallest among the models. Next to
the proposed model, the SWR method yielded the best and the RBF the worst answers.  
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Figure 7: Dispersion of MRE in different methods in ISBSG dataset

6.2. Desharnais Dataset

This database includes 77 projects developed with the third-generation language. It also includes
8 numerical features which may influence the effort of project. The best value of MMRE was 0.37
resulting from proposed model, and the worst value was 0.64 coming from MLR. The best value of
MdMRE was 0.31 coming from proposed method. ABE was ranked the second with 0.39; however, its
worst value was 0.55 coming from LSE. The best value of PRED was 0.81 resulting from proposed
model. ANN was ranked the second with 0.72, and its worst value was 0.32 coming from ROR.
The results indicated that the proposed model performed very well on Desharnais dataset, and its
accuracy was appropriate. Figure 8 indicates the results.

As shown in Figure 9, the proposed model values had the least MdMRE, BMMRE, and MMRE
relative to the other approaches and, moreover, provided the maximum PRED(0.25). The two Grey
and SWR approaches did the poorest. Given this dataset’s low heterogeneity and its structure,
all the measurements reported here are fairly acceptable, and there’s very little variation between
the methods. The Boxplot diagram in Figure 9 illustrates how the MRE values for the different
methods of cost estimation is dispersed. Here also, the least median and inter-quartile belonged
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Figure 8: The results of different model on Desharnais dataset

to the proposed model and, next to it, MLR and ANN had suitable error distribution and small
medians. Considering the larger number of projects in this dataset, a greater number of outliers can
be seen in the Boxplot diagram. This figure shows how various models estimate and indicates their
efficiencies well.
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Figure 9: Dispersion of MRE in different methods in Desharnais dataset
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7. Threats to the validity

Any scientific study or analytical research will encounter certain external and internal challenges.
In reality, for their outcomes to be accurate and functional, methods must be properly understood
and exploited. Any of the external and internal risks are discussed in this part. The problem of its
correct and precise measurement is one of the key challenges to the credibility of an effort assessment
method. For example, it is a really dangerous idea to use a portion of the training data to check
the model as the output that is achieved would not be true. Another bad policy is to find a specific
number of projects for evaluating the system, when the best thing to do is to use approaches such as
fold cross or leaving one out. In this method each service has both the learning roles and the test;
and, for this reason, these methodological methods have been used very often in previous studies.

Another challenge is the application of evaluation criteria: they must be consciously considered
without selective filtering. In this paper we used four of the most common metrics, since estimating
accuracy was our intention. Since these parameters are commonly used, their use helps us to con-
veniently compare the outcomes produced with those of other experiments and, in fact, helps us to
use mathematical models such as the Box diagram to help us see the uncertainty and distribution
of the responses. The next element is the model construction process, including how variables can
be modified and weighted in dynamic systems. For example, what kind of solution and similarity
works, and what importance to use for KNN. Configuration and modification of variables are de-
fined in detail in this article. There would be numerous changes to different structures, and thus
different responses. The most noticeable potential challenges in future experiments will be the way
the theoretical method is implemented and applied in the actual world. For the proposed method,
all drawbacks and threats should be considered so that adequate outcomes can be achieved. For
eg, the proposed method is not based on any single database, and will fully adjust to specific data
and project styles. In comparison, it has no clear approach for sorting and filtering attributes and
essential instances in a database.

8. Discussion

This study introduced an intelligent method for improving of degree the precision of budget
prediction. ABE approach had been paired with the differential evolution algorithm in the proposed
system. In the first step, the DE determines suitable weights to be used in the similarity of the
ABE model, and then those numbers can be used in the testing phase to analyze new services. DE
proposed the most appropriate similarity and solution functions as well as the most optimized weights
and selected the number of the closest neighbors in ABE to improve the effort estimation accuracy.
Authors compared the findings with the best prediction models of the few years particulary RBF
and mixed CBR. Since then, deferential evolution has been used to adjust the discrepancy between
a current service and its analogies with regard to all service properties. The basic concept of using
DE is to maximize the weight factor of each element gap using one fitness function and LSE method
in an effort to change closest analogies based on scale analysis, it shows strong results compared to
ABE however this approach was validated over very small databases.

Proposed model showed a better performance than existing methods Moreover, the mean mag-
nitude of relative error and percentage of error prediction were used to determine the accuracy of
the proposed model. Two datasets were used to evaluate the results of the proposed model. The
proposed model could produce appropriate results in any of the three performance parameters. The
results of the proposed model were significantly improved on Desharnais dataset mainly because of
appropriate weighting and the accurate selection of solution and similarity functions. Desharnais
dataset is a relatively standard dataset, a fact which has improved the accuracy of the proposed
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model. The results indicate that the proposed model performed very well on this Dataset, and it
was appropriately accurate. This model’s popularity is for the close connection between effort and
size, and the availability of a suitable size property. The proposed method has a high versatility and
durability, as it needs no preconditions and expectations to build and use it.

The proposed model can be useful in improving the performance of effort estimation methods.
According to our research, key findings are as below list:

1. ABE method has not good performance if it uses alone. So, it should be combined with an
evolutionary algorithm such as PSO, GA or DE.

2. Authors study and simulate eleven different method to estimate software project effort. The
proposed method can perform better than others.

3. Authors use two different datasets to achieve good validation. This case doesn’t see in the
previous researches.

4. The authors combine ABE method with evolutionary algorithm as a new idea. Results achieved
indicate that the latest approach introduced is better than all previous studies. For instance,
suppose decision trees, regression methods, analogy-based methods and soft computing algo-
rithms.

5. Improvement rate shows in the various figures separately. But the average rate is 31%. This
value indicates more precision and correctness in estimation process.

6. Finally, our comparison is the strongest review for other researchers. They can use these
promise results to improve their works and companies.

9. Conclusion

The successful management of a project plays an effective role in the productivity of an orga-
nization. Effort estimation, required to create an information system, is one of the major concerns
of project management. Analogy based estimation method is one of the most successful techniques
to software effort estimating project. ABE is used as the main benchmark here for the reason of
simplicity of implementation, are clear and clarity of functioning for the user. ABE method alone
has a low precision that this defect can be overcome by creating a hybrid model.

In the ABE approach, the efficiency of the comparative procedure was increased by applying the
most fitting weights to service attributes. Two databases were used to assess the quality of the pro-
posed method, and MdMRE, Pred(0.25) and MMRE performance indicators were calculated using a
cross-validation methodology. The results obtained were compared with popular prediction methods
which revealed the supremacy in two databases of the proposed method. It can be inferred that the
synthesis of ABE and differential evolution algorithm leads to a high-performance approach in terms
of estimating the software development cost, based on the findings obtained from two datasets. This
method is a reliable, scalable, and efficient prediction framework, ideal for use in different software
services styles. Combine the Analogy based estimation method and metaheuristics such as GA and
DE algorithm to achieve new model and suitable performance respect to the obtained results, the
performance of the proposed method is acceptable.
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