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Abstract

Due to the reduction of renewable energy resources such as fossil fuels, the energy crisis is one of the most critical issues in today’s world. The application of these resources brings about many environmental pollutions that lead to global warming. Therefore, various countries have attempted to reduce potential damage and use renewable energies by the introduction and promotion of renewable energies as an essential strategy to reduce CO\textsubscript{2} emissions and to find alternatives to fossil energy in the transportation and electricity generation sectors. This study attempts to predict the production process of renewable energies in Iran by 2025 and study the characteristics of this energy and its usage in the world and Iran. Since there are very few data in this field, four grey prediction models are used including GM(1,1), DGM(2,1), Grey Verhulst and FGM(1,1) models. According to the three indices of the error values of MSE, RMSE, and MAPE, all the predictions done by the methods above are among the best prediction methods. By examining the results achieved, FGM(1,1) method was the best model concerning its less error than other models and has estimated 16740.45 MW for renewable energy production in 2025.
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1. Introduction

An increase in global demand for energy from fossil fuels, such as oil and gas, plays a crucial role in the abundance of greenhouse gas emissions such as carbon dioxide and the resultant air pollution. One of the most important reasons for this increase is the immense growth in the world population and the advancement of technology and its accompanying problems, such as poverty, environmental
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issues caused by greenhouse gas emissions \cite{1, 2}. Because of the energy crisis, all countries in the world seek to reduce energy consumption and find new resources to meet their needs \cite{3}. Therefore, transition to renewable energy resources as alternative sources that have high capacity and are reliable, economical, and eternal is a necessity for the future \cite{2, 4}.

Renewable energies are divided into solar energy, wind energy, biomass energy, wave energy, etc. Furthermore, due to an increase in oil prices in global markets, the need for energy supply from other sources is felt significantly. Generally, energy is supplied from two available sources, e.g., renewable energy and non-renewable energy. Renewable energy resources such as solar energy, wind energy, tidal energy, and geothermal energy are infinite and without limitations. In contrast, the application of non-renewable energy resources is associated with their reduction and completion. The evidence shows that although Iran’s potential to use renewable resources is very high, so far, they have not been appropriately applied. The consumption level of different types of energy in the world is shown in Fig. 1 \cite{5}.
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Figure 1: The amount of consumption of energy resources available in the universe

Historical data on renewable energies consist of a range of finite samples, and prediction methods require extensive data analysis. For example, conventional regression analyses with the genetic algorithm are not inadequate, nor can we use the ARIMA prediction models because these methods have limited number of data (i.e., at least 50 and preferably 100 observations or more) and cannot provide reliable results for low observations. Therefore, in this study, the grey system theory has been utilized, which can well deal with lack of reliability and incomplete information in systems. The grey system theory was initially used to control systems. By expanding its applications to use in other fields such as managerial decision, social and economic research, weather resources prediction has been developed. The grey system theory is mainly used in systems with incomplete information, uncertain behavioral patterns, and inaccurate scientific mechanisms that can be used to conduct comprehensive analyses and develop long-term predictions. Among the useful feature of this system, we can refer to use at least four data to make predictions. In this paper, GM(1, 1), DGM(2, 1), Grey Verhulst, and FGM(1, 1) models are also used, and the accuracy of the predictions has also been calculated. Finally, the optimal prediction method is determined in four models.
The present study is organized as follows: in the remainder, literature review and empirical studies conducted in this field are presented. In the Section 2, grey system theory is introduced. Different grey prediction methods and the ways of evaluating the prediction errors have been proposed in the Section 3. In the Section 4, the results and discussion about the predictions and calculated error of the methods of this research will be presented. Finally, the Section 5 will be devoted to conclusions and suggestions.

1.1. Population and Energy Status in the World

Energy has a vital role in human life, economy and its development in communities. The existence of high energy resources in different parts of the world will satisfy the needs of people and economic development of different countries. Increasing the population with a very rapid trend in the world, especially in parts of Africa and Asia, coupled with an increase in the growth of life and the growing industrialization trend of societies and economic advancements in countries like China and India has led to a high increase in demand for energy and its high consumption throughout the world [1, 2].

The world’s population in 2014 was about 7282.46 million people [2] which is predicted to reach 8.5 billion people by 2030, 9.7 billion people by 2050, and 11.2 billion people by 2100 [1], indicating that the population will rise by 2 billion people in each generation and by 83 million people in each year [1, 2]. The energy production process shows that approximately 77.9% of the world’s electricity is supplied by fossil fuels, including oil, gas, coal, and nuclear energy [2]. With the current trend up to 2030, the production of primary energy resources is predicted to be about 655 quadrillion BTU, which is less than the world’s demand for that year and generates energy shortages. The electricity production process in the world by 2030 shows that the current trend requires production of about 28500 billion kwh of electricity [6]. One of the most important problems of fossil fuels is the emission of all kinds of greenhouse gases that affect the lives of humans around the world, and about 80% of the world’s carbon dioxide is dependent on the production and use of fossil fuels [1]. These gases pollute ecosystems [2] and lead to the death of 4 to 7 million humans worldwide [7]. In addition to having a special capacity for economic growth, renewable energies will lead to the diversification of the country’s energy basket will promote energy security and can play a major role by reducing air pollution in environmental preservation.

1.2. Necessity and Limitation of Renewable Energy Consumption in Iran

Among the ten most important challenges in the world over the next 50 years, the lack of energy and how to supply it, due to the finitude of fossil energy resources in the future, is one of the most fundamental and important issues in the future due to the finitude of fossil energy resources in the future. Iran produces about 1.75% of carbon dioxide (CO₂) in the world, which represents high consumption of fossil energies [1]. Therefore, transition to renewable energy resources as alternative sources that have high capacity and are reliable, economical, and eternal is a necessity for the future [2]. The main constraints of the development of renewable energies in Iran include extremely high initial costs, technological problems, lack of financial resources to pay the difference in the purchase cost of renewable electricity and non-renewable electricity, high amounts of fossil fuel resources compared to renewable energy resources, and the existence of rich oil resources in Iran. Guaranteed purchase of electricity and products is a common way to encourage investment in renewable energies, as the short-term perspective in the industry is the main concern of investors in renewable energies. An increase in extra taxes for polluting industries could also be another way of paying more attention to renewable energies in some countries; however, these methods are very challenging. One of the most important reasons why the development of renewable energies has not blossomed in Iran, is Iran’s policies toward energy, the constraints of financial resources as well as the lack of effective and advanced technologies for generating renewable electricity.
1.3. Research background

There are several studies about energy consumption in various countries and for different time periods by applying different techniques and parameters; however, this study investigates the prediction process of renewable energies that is the important point for predicting renewable energies in using four models of grey technique to investigate the prediction. The grey system theory was proposed by J. Deng in 1982 and later by Hang to solve uncertainties. If the clear and transparent information of a system is embodied in a white color and completely unknown information of a system in black, then the information about most of the systems in nature is not white (i.e., well-known) or black (i.e., not completely unknown), but a mixture of the two, i.e., grey. Such systems are called grey systems whose main feature is incompleteness of the information about that system [8]. Studies on the grey system theory can be divided into grey relational analysis, grey model construction, grey prediction, grey decision-making, and grey control. Grey prediction is one of the most important components of the grey system theory and is useful in solving uncertain problems with small and incomplete examples. Over the last three decades, the grey model is widely used in fields such as agriculture, industry, society, economy, transportation, geology, water and meteorology, environment, education, and health care. First, we briefly review various studies in the field of energy prediction in the world and then review the history of studies carried out in the field of grey prediction.

In a study entitled “a global review of Enhanced Geothermal System (EGS)”, Lu[9] estimates the world’s available geothermal potential to generate 1200 Giga watts of electricity, and predicted that 70 Giga watts of power would be produced out of this amount by 2050. In a study for the future of geothermal energy in Turkey and the world, Melikoglu[10] reported that Turkey’s available geothermal potential for generating electricity is 4500 megawatts and this country is considered the world’s seventh-rich country in this regard. Turkey plans to supply 30% of its total energy consumption from renewable energy resources by 2023, out of which the contribution of geothermal energy is 600 megawatts. In a study about the direct use of geothermal energy, Lund and Boyd[11] reported that 28, 58, 72, 78, and 82 countries have directly used this energy in 1995, 2000, 2005, 2010, and 2015, respectively, that by the end of 2014, the quantity of world usage has reached 70885 megawatts, i.e. a growth rate of 46.2% compared to 2010. The same amount of geothermal energy usage has saved up to 352 million barrels of oil and prevented 149.1 million tons of carbon dioxide emissions.

In this study, the important point to perform predictions in the field of renewable energies is to use four models of grey technique to examine the prediction that is very practical in modeling phenomena that have uncertainty and complexity. There are numerous studies on grey predictions in different fields, some of which will be referred to here. In a study entitled “application of fractional order-based grey power model in water consumption prediction”, Yuan et al. [12] have employed a grey optimized model (i.e., IAGO) to predict water consumption in Wuhan, China. This model can best extract the grey data hidden in the original data. Meanwhile, to improve the accuracy of the model, an algorithm is introduced to optimize the model parameters. In an article entitled “grey System analysis in the field of medicine and health”, Zhang et al. [13] predict the degree of infection of the respiratory system of the hospital using the GM(1, 1) grey model and providing theoretical foundations for the futuristic study of the management of respiratory tract infections of the hospital. Zheng et al. [14] have proposed a new approach in line with the relationship between CO2 emissions and economic growth using the grey system theory. The structural parameters of the model were used by employing a particle swarm optimization (PSO) to improve the accuracy of the optimized model. In their study, Sang-Bing, Tsai et al. [15] predicted the growth trends of renewable energy consumption in China, three grey prediction models, e.g., GM(1,1), NGM(1,1) and the Verhulst grey models according to theoretical and scientific theories.
2. Grey System Theory

The theory of grey systems was proposed in 1982 by Deng, and it was later employed by Hang for solving uncertainty problems. During late 1960s, Hang performed many studies on the prediction and control of economic and fuzzy systems when facing systems with many uncertainties. The indices of these systems could be roughly described by fuzzy mathematics and/or statistics and probabilities. To solve these systems optimally, Deng published an article under the title of “The Controlling Problems of Grey Systems” in 1982 to introduce grey systems theory. The major advantage of the grey systems theory is its need for low volume of data. In fact, grey systems theory has been posited as an effective method for solving the problems with discrete data and imperfect information \[16\]. The term “grey” in the grey system theory is a combination of black and white wherein black indicates indefinite information and white indicates perfect information. Grey points to incomplete information; in other words, the information that is somewhat clear and somewhat uncertain. These systems are called grey systems. To get more familiar with the theory of grey systems, the interested reader can refer to the studies in \[17\]. The grey system theory includes the following fields: grey generating, grey relational analysis, grey forecasting, grey decision making, and grey control. The majority of the prediction methods need a large number of data and statistical methods that are utilized to investigate the system properties. Moreover, systematic investigation is very difficult for the exogenous confusion in the system and the complex mutual interrelationships between the system and the peripheral environment. Grey prediction model, as the core of the grey system theory, features the advantage of creating a model using few and uncertain data and it is an appropriate instrument for the prediction of systems with complex, uncertain and disorganized structure. The grey prediction model is a lot more applicable and simpler than other prediction methods. Dervishi et al. \[18\] used different models of grey prediction to estimation of rainfall in Iran. Also, they used the GM(1,1) and DGM(2,1) models to forecasting electricity consumption in Mazandaran province in Iran \[19\]. Darvishi and Babaei \[20\] used the GM(1,1) and fractional order accumulation into grey model. By using the grey prediction, grey linear programming problem with uncertain value of price product solve and optimal production was calculated. In these studies and the others, it is seen that grey system theory-based approaches can achieve good performance characteristics when applied to real-time systems. The reason behind it is that grey predictors adapt their parameters to new conditions as new outputs become available. Therefore, grey predictors are more robust with respect to noise and lack of modeling information when compared to conventional methods \[21\].

3. Grey Prediction Model

Grey prediction model investigates the preliminary data assisted by the grey differential equation to extract the rules governing the system. The model creates a dynamic and continuous differential equation from the series of discrete data to actualize time-series prediction. Each grey model is expressed in the form of GM \((n,m)\) wherein \(n\) is the order of the differential equation and \(m\) determines the number of variables.

3.1. GM \((1,1)\) Model

The Grey forecasting model GM \((1,1)\) is a time series prediction model encompassing a group of differential equations adapted for parameter variance as well as a first-order differential equation. In this section, we focus on the grey prediction model, GM\((1,1)\), which has been applied in many aspects of social and natural science, including decision-making, finance, economics, engineering and meteorology. GM\((1,1)\) is the most applied models of time-series prediction model, and it is basically
an exponential model [22]. Liu and Deng studied the range suitable for GM(1,1) based on a simulated test. The area of validity, the area to be used carefully, the area not suitable for use and the prohibited area of GM(1,1) have been divided clearly according to the threshold of the developing coefficients (Liu et al., 2016). To smooth the randomness, the primitive data obtained from the system to form the GM(1,1) is subjected to an operator, named Accumulating Generation Operator (AGO) [23]. The operator reveals the internal order pattern of the data or the trends of the data series. Then, the differential equation operationalizes system prediction in n stages. Finally, the prediction values and Inverse Accumulated Generating Operator (IAGO) are applied to figure out the main data estimates [24]. The procedure of GM(1,1) grey prediction model can be summarized as follows:

**Step 1:** Let $X^{(0)} = \{x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n)\}$ denote a non-negative sequence of original data, where $n$ is the length of the raw data sequence and $n \geq 4$.

**Step 2:** The new cumulative data sequence $X^{(1)} = \{x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n)\}$, which is the Accumulated Generating Operator (AGO) (Deng, 1982) of $x^{(0)}$, is obtained as $x^{(1)}(k) = \sum_{i=1}^{k} x^{(0)}(i), k = 1, 2, 3, \ldots, n$. The data sequence could weaken the randomness of $x^{(0)}$. It is obvious that it is monotonically increasing.

**Step 3:** The generated mean sequence of is defined as:

$$Z^{(1)} = \{z^{(1)}(1), z^{(1)}(2), \ldots, z^{(1)}(n)\}$$  \hspace{1cm} (3.1)

where $Z^{(1)}(k)$ is the mean value of adjacent data, i.e.

$$Z^{(1)} = 0.5x^{(1)}(k) + 0.5x^{(1)}(k - 1), k = 2, 3, \ldots, n. \hspace{1cm} (3.2)$$

The least-square estimate sequence of the grey difference equation of GM(1,1) is defined as follows:

$$Z^{(1)} = ax^{(1)}(k) + (1 - a)x^{(1)}(k - 1), k = 2, 3, \ldots, n. \hspace{1cm} (3.3)$$

$$x^{(1)}(k) + az^{(1)}(k) = b \hspace{1cm} (3.4)$$

Where $a$ is the development coefficient, and $b$ is the input grey coefficient or grey parameter.

**Step 4:** Define the first-order differential equation of sequence $x^{(1)}$ as:

$$\frac{dx^{(1)}(t)}{dt} + ax^{(1)}(t) = b. \hspace{1cm} (3.5)$$

In above-mentioned equitation, $t$ denotes the independent variables, $a$ represents the grey developed coefficient of GM(1,1) model, and $b$ is the grey controlled variable of the GM(1,1) model.

**Step 5:** Utilizing the least-squares estimation, we can derive the estimated first-order AGO sequence $x^{(1)}_{p}(k + 1)$ and the estimated inversed AGO sequence $x^{(0)}_{p}(k + 1)$ as follows,

$$x^{(1)}_{p}(k + 1) = \left[x^{(0)}(1) - \frac{b}{a}\right]e^{-ak} + \frac{b}{a}, \hspace{1cm} (3.6)$$

$$x^{(0)}_{p}(k + 1) = x^{(1)}_{p}(k + 1) - x^{(1)}_{p}(k). \hspace{1cm} (3.7)$$

Where $k = 1, 2, 3, \ldots, n$. Parameters $a$ and $b$ can be conducted by the least square estimation methods as the following equations:

$$[a, b]^T = [B^TB]^{-1}B^T y, \hspace{1cm} (3.8)$$
where \( y = [x(0)(2), x(0)(3), \ldots, x(0)(n)]^T \)

\[
B = \begin{bmatrix}
-z(1)(2) & 1 \\
-z(1)(3) & 1 \\
\vdots & \vdots \\
-z(1)(n) & 1
\end{bmatrix}.
\]

(3.9)

To obtain the predicted value of the primitive data at a time \((k+1)\), IAGO is used to establish the following grey model:

\[
x_p^{(0)}(k+1) = x_p^{(1)}(k+1) - x_p^{(1)}(k) = (x(0)(1) - \frac{b}{a})(1 - e^a)e^{-ak}, \quad k = 1, 2, \ldots, n.
\]

(3.10)

The predicted value of the primitive data at a time \((k+h)\) can be obtained as follows:

\[
x_p^{(0)}(k+h) = (x(0)(1) - \frac{b}{a})(1 - e^a)e^{-a(k+h-1)}, \quad k = 1, 2, \ldots, n.
\]

(3.11)

In large data areas, the grey system prediction method based on small data mining as a new force suddenly rises, which becomes an effective tool for valuable information extraction from a mass of data. It is a significant job to build more normal model testing standards based on the grey system prediction model testing method and statistical testing theory [25].

3.2. Fourier Residual Modification GM(1,1)

One of the methods used to increase the accuracy of the grey model is the remaining modification method by the Fourier series (Kayacan et al., 2010).

**Step 1.** Error sequence \( \varepsilon^{(0)} \) is defined as:

\[
\varepsilon^{(0)} = \{\varepsilon^{(0)}(2), \varepsilon^{(0)}(3), \ldots, \varepsilon^{(0)}(n)\}
\]

(3.12)

\[
\varepsilon^{(0)} = x^{(0)}(k) - x_p^{(0)}(k) \quad k = 2, 3, \ldots, n.
\]

(3.13)

where \( x^{(0)}(k) \) and \( x_p^{(0)}(k) \) represent the actual value and predicted value of the GM(1,1) method, respectively.

**Step 2.** Used the Fourier series for modifying the error values of GM(1,1) as the following equation:

\[
\varepsilon^{(0)}(k) = \frac{1}{2}a_0 + \sum_{i=1}^{z} a_i \cos \left( \frac{2\pi i}{T} k \right) + b_i \sin \left( \frac{2\pi i}{T} k \right) \quad k = 2, 3, \ldots, n.
\]

(3.14)

In the above equation \( T = n - 1 \) is the period of alternation and \( z = \left[ \frac{n-1}{2} \right] - 1 \) denotes the minimum frequency of the Fourier series expansion.

**Step 3.** By applying the least-squares method, the parameters \( a_0, a_i \) and \( b_i \) can be obtained.

\[
C = (P^T P)^{-1} P^T \varepsilon^{(0)}
\]

\[
\varepsilon^{(0)} = P \times C
\]

(3.15)

(3.16)

And

\[
C = [a_0, a_1, b_1, a_2, b_2, \ldots, a_z, b_z]
\]

(3.17)

**Step 4.** Finally, the main prediction series is modified as follows:

\[
x_p^{(0)}(k) = x_p^{(0)}(k) + \varepsilon^{(0)}(k) \quad k = 2, 3, \ldots, n.
\]

(3.18)
3.3. DGM(2,1) Model

The DGM(2,1) model [26] is a single sequence second-order linear dynamic model and is fitted by differential equations. Assume an original series to be

\[ X^{(0)} = \{x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n)\}, \]  

(3.19)
a new sequence \( X^{(1)} \) is generated by the accumulated generating operation (AGO).

\[ X^{(1)}(k) = \{x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n)\}, \]  

(3.20)

where

\[ X^{(1)}(k) = \sum_{i=1}^{k} x^{(0)}(i), \quad k = 1, 2, \ldots, n. \]  

(3.21)

Setting up a second-order differential equation:

\[ \frac{d^2 x^{(1)}(t)}{dt^2} + a \frac{dx^{(1)}(t)}{dt} = b. \]  

(3.22)

Where

\[ [a, b]^T = [B^T B]^{-1} B^T y, \]  

(3.23)

\[ y = \begin{bmatrix} x^{(0)}(2) - x^{(0)}(1) \\ x^{(0)}(3) - x^{(0)}(2) \\ \vdots \\ x^{(0)}(n) - x^{(0)}(n-1) \end{bmatrix}. \]  

(3.24)

\[ B = \begin{bmatrix} -x^{(0)}(2) & 1 \\ -x^{(0)}(3) & 1 \\ \vdots & \vdots \\ -x^{(0)}(n) & 1 \end{bmatrix}. \]  

(3.25)

According to Eq. (3.22), we have:

\[ x^{(1)}_p(k+1) = \left[ \frac{b}{a^2} - \frac{x^{(0)}(1)}{a} \right] e^{-ak} + \frac{b}{a} (k + 1) + \left( x^{(0)}(1) - \frac{b}{a} \right) \left( \frac{1}{a} + \frac{1}{a} \right). \]  

(3.26)

The prediction values of the original sequence can be obtained by applying inverse AGO to \( x^{(1)} \). Namely,

\[ x^{(0)}_p(k + 1) = x^{(1)}_p(k+1) - x^{(1)}_p(k) = \left[ \frac{b}{a^2} - \frac{x^{(0)}(1)}{a} \right] (1 - e^a) e^{-ak} + \frac{b}{a}, \quad k = 1, 2, \ldots, n - 1. \]  

(3.27)

3.4. Grey Verhulst Model

As for non-monotonic wavelike development sequences, or saturated sigmoid sequences, one can consider establishing a grey Verhulst model. The main purpose of the Verhulst Model is to limit the whole development for a real system, and it is effective in describing some increasing processes. The Grey Verhulst model can be defined as [16]:

\[ \frac{dx^{(1)}(t)}{dt} + ax^{(1)}(t) = b(x^{(1)})^2 \]  

(3.28)
Grey difference equation of (3.28) is
\[ x^{(0)}(k) + az^{(1)}(k) = b(z^{(1)}(k))^2. \] (3.29)

Similar to the GM(1,1) model
\[ [a, b]^T = [B^T, B]^{-1} B^T y \] (3.30)
where \( y = [x^{(0)}(2), ..., x^{(0)}(n)]^T \)
\[ B = \begin{bmatrix}
-z^{(1)}(2) & (z^{(1)}(2))^2 \\
-z^{(1)}(3) & (z^{(1)}(3))^2 \\
\vdots & \vdots \\
-z^{(1)}(n) & (z^{(1)}(n))^2 
\end{bmatrix}. \] (3.31)

The solution of \( x^{(1)}(t) \) at time \( k \):
\[ x^{(1)}_p(k + 1) = \frac{ax^{(0)}(1)}{bx^{(0)}(1) + (a - bx^{(0)}(1))e^{ak}} \] (3.32)

Applying the IAGO, the solution of \( x^{(0)}(t) \) at time \( k \):
\[ x^{(0)}_p(k) = \frac{ax^{(0)}(1)(a - bx^{(0)}(1))}{(bx^{(0)}(1) + (a - bx^{(0)}(1))e^{a(k-1)})} \times \frac{(1 - e^a)e^{a(k-2)}}{(bx^{(0)}(1) + (a - bx^{(0)}(1))e^{a(k-2)})}. \] (3.33)

3.5. Model Evaluation Scales

It should be noted that most predictions do not exactly match reality, and should try to minimize the forecast error. There are various techniques for forecasting, each of which has its own application. To compare the model precision, there are three common tools such as Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). As a judgment method, prediction error determination indicates the success of a prediction model. This study adopted three criteria to evaluate the performance of the grey renewable energy forecasting model. RMSE is a part of a standard for evaluating the prediction precision. Standard deviation designates an example of the differences between the real and estimated values. The relative root-mean-square error is defined as:
\[ \text{RMSE} = \sqrt{\frac{\sum_{k=1}^{n}(x^{(0)}(k) - x^{(0)}_p(k))^2}{n}}. \] (3.34)

Where \( x^{(0)}(k) \) denotes the observed cumulative renewable energy at time \( t \), \( x^{(0)}_p(k) \) is the forecast cumulative renewable energy at time \( t \). The RMSE represent a quantitative judgment of model performance.

MAE measures the difference between the real and the estimated values and it is expressed as below:
\[ \text{MAE} = \frac{1}{n} \sum_{k=1}^{n} |x^{(0)}(k) - x^{(0)}_p(k)| \] (3.35)
MAPE indicates the mean value of the prediction error ratio and it is explained as below:

\[
MAPE = \frac{1}{n} \sum_{k=1}^{n} \left| \frac{x^{(0)}(k) - x^{(0)}_{p}(k)}{x^{(0)}(k)} \right| \times 100
\]  

(3.36)

To compare the prediction power of MAPE, there are four considered regions. If these values are below 10%, the model prediction power could be envisaged excellent. Values between 10 and 20 percent are suggestive of good prediction and values in a range from 20% to 50% are indicative of an acceptable prediction. Values above 50% are expressive of imprecise prediction [27].

4. Results and Discussion

In this research, annual renewable energy production data in Iran have been used which have been adapted from the global statistics site (www.irena.org/resource). The collected values were simulated using a time series of renewable energy in the 2012-2018 periods. For the 2019-2025 period, the prediction has been carried out based on four grey models, e.g., GM(1,1), FGM(1,1), DGM(2,1), and Grey Verhulst. The values obtained are given in the second column, and the predicted values are given in the third to the sixth columns of Table 1. Then, based on MAE, RMSE, and MAPE error evaluation method, the accuracy of the prediction methods has been compared. The results of the calculations are summarized in tables 1 and 2. As shown in Table 1, the first and second columns correspond to the year and the actual values of renewable energy. The third column of Table corresponds to the predicted values by the GM(1,1) model. The fourth column of Table is associated with the predicted values of the FGM(1,1) model. By applying the remaining Fourier series method, the predicted value is closer to the actual value. To increase the accuracy of the GM(1,1) model, the FGM(1,1) method has been applied. The DGM(2,1) method, which is a second-order linear dynamic model, is presented in the fifth column of Table 1. The last model studied is the Grey Verhulst model. The last column of Table contains its predicted values. According to the values obtained in Table 1, in 2025, the amount of renewable energy in Iran by the following grey models, e.g., GM(1,1), FGM(1,1), DGM(2,1), and Grey Verhulst, is estimated to be 16705.15, 16740.45, 14812.66, and 14661.15 megawatts, respectively.

4.1. Comparison of Prediction Models

In the prediction studies, a variety of evaluation measures have been used by the authors. In this study, as shown in Table 1, four grey prediction models have been exploited, e.g., GM(1,1), FGM(1,1), DGM(2,1), and Grey Verhulst. Any prediction method that has less mean percentage error in the prediction will have more accuracy in prediction and can be used to predict future renewable energy production. In Table 2, the accuracy of prediction performed by different models is discussed.

As shown in Table 2, in the GM(1,1) model, the MSE, RMSE, and MAPE error values are 62.53, 74.19, and 0.55, respectively. Furthermore, in the FGM(1,1) model, the MSE, RMSE, and MAPE error values are 2.18, 2.17, and 0.018, respectively. These results show that FGM(1,1) a higher accuracy than the GM(1,1) method. For the DGM(2,1) model, the MSE, RMSE, and MAPE errors are 185.75, 198.75, 1.67, respectively. According to Table 2, for the Grey Verhulst model, the MSE, RMSE, and MAPE errors are 27.61, 30.98, and 0.24, respectively. According to the error values of the four models mentioned in Table 2, all methods are considered suitable methods for prediction. The FGM(1,1) method is the best model since it has less error than other models. The chart below shows the actual and predicted values by the four models.
According to the results obtained, the FGM(1,1) model comparison has the least error compared with the other three models, and has the highest accuracy; hence, it is more appropriate for predictions. According to the evaluation of the error rate of the proposed prediction models, the FGM(1,1), Grey Verhulst, GM(1,1), and DGM(2,1) respectively have the least error.

5. Conclusion

Non-renewable energy or fossil energy resources are exhaustible. They destroy the environment in the stages of extraction, exploration, as well as improper consumption. As a result, factors such as
population explosion and the promotion of living standards require different energy resources more than ever. Moreover, the diversity of using different energies will make the country more reliable in terms of energy supply, so special attention is paid to renewable energies. With the current trend of energy consumption in the world and population growth, extraction from inexhaustible sources is highly increasing and will reduce these resources in the future. Considering the environmental issues around the use of these resources and their pollution, it is essential to move toward renewable sources. The whole world is now moving toward it. Renewable energy consumption in Iran is an emerging technology. In this paper, according to available data from the growth trend of renewable energy, this type of energy has been investigated using four grey prediction models, e.g., GM(1,1), FGM(1,1), DGM(2,1), and grey Verhulst. The comparison of predictions as per the grey sample and regression analysis using MSE, RMSE, and MAPE indices, shows that the FGM(1,1) model has the least prediction error and thus the highest accuracy and is more suitable for prediction. Consequently, it is predicted that in 2025, 16740.45 megawatts of renewable energy will be produced in Iran. Therefore, it is necessary to provide the required financial resources for the development of renewable energy resources.
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