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Abstract

Continuous stirred tank reactor (CSTR) is an important and constructive part in various chemical
and process industries and therefore it is necessary to control the process in optimal temperature and
concentration conditions. Because of the nonlinear nature and limits of the control input, solving this
problem is very difficult. To achieve a sub-optimal control policy for chemical processes, we focused
on a new construction model. Then, a two-phase algorithm, denoted as modified sequential general
variable neighborhood search (MSGVNS) algorithm based on three local searches that use efficient
neighborhood interchange has been employed to solve CSTR problems numerically. The results of
the proposed method show that its convergence to the exact solution is achieved by the accuracy
comparable to other numerical algorithms in few times.

Keywords: Optimal control problem, Metaheuristic, Continuous stirred tank reactor, Modified
general variable neighborhood search
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1. Introduction

CSTR is a common reactor in chemical process for efficient mixing. It was widely used in industrial
applications [1, 2, 3], pharmaceuticals [4], and wastewater treatment units [5]. The need to keep
its temperature and concentration of outputs at prescribed levels motivates researchers to derive its
mathematical model. The combination of chemical reactions and phase equilibrium makes the CSTR

∗Corresponding author
Email addresses: salimi2012a@gmail.com (Mitra Salimi), akbar.h.borzabadi@gmail.com (Akbar H.

Borzabadi), hmehne@ari.ac.ir (Hamed H. Mehne), a-heidari@pnu.ac.ir (Aghileh Heydari)

Received: 19 July 2020 Revised: 23 September 2020



446 Samili, Borzabadi, Mehne, Heydari

model complex and nonlinear with both stable and oscillatory behavior. As examples of studying the
dynamics of CSTR we may refer to [6] where, the feasible solutions of CSTR were obtained using the
homotopy perturbation method, and the effect of CSTR parameters on its stability was studied by
[7]. If minimum energy for control environmental parameters is desired, CSTR will be the plant in an
openloop control problem. Therefore, the optimal control of CSTR has appeared in several research
works. For example, in [8] the estimation of optimal control for CSTR was obtained using model
predictive control and extended Kalman filter, the continuous genetic algorithm was implemented
by [9] to find the optimal solution of CSTR as a benchmark problem, maximum principle and phase
plane analysis were used to solve the time-optimal control problem for a CSTR by [10], and the
CSTR was utilized as a test case by [11] to examine the efficiency of a numerical method for optimal
control problems. In this paper, the solution of different CSTR with single, two, and more phases of
the reactor is discussed. To solve the problem with the help of metaheuristics, the CSTR is turned
first into a finite large dimensional nonlinear programming (NLP) problem by discretizing the space-
time and control. Then, an efficient metaheuristic method is extended to solve the problem in a
reasonable time. The optimization problem of assignment in time-control space is considered as a
hub location problem. This enables us to bring up two-phase modified sequential general variable
neighborhood search (MSGVNS) as an outstanding method for hub location problems. It is expected
that the design of this algorithm based on structural similarity will have many benefits, including its
programming is very easy, it solves a wide range of problems, the calculation time is very short, the
initial approximation is very close to the optimal solution and it is absorbed to a minimum globally,
which leads to improved CSTR solutions. The remainder of this paper is organized as follows: In
Section 2, the CSTR formulation, its analysis, and discretization are explained. In Section 3, two-
phase MSGVNS is described and gives a detailed analysis of the proposed algorithm. In Section 4,
we present several examples of CSTR. Finally, Section 5 summarizes the main conclusions of our
research for CSTR.

2. Mathematical programming formulation

CSTR suggested in the handbook of the test problem in local and global optimization subject is
benchmark problem [12]. The standard CSTR model is a set of two nonlinear differential equations
obtained from dynamic equilibrium materials and energy:

V cpρ
dTR

dθ
= qcpρ(T0 − TR)− V U∗ + (−∆H)V R, (2.1)

V
dcA
dθ

= q(cA0 − cA)− V R, (2.2)

where:
• cA(kmol.m−3) is the concentration of species A leaving reactor.
• cA0(kmol.m−3) is the concentration of species A in feed stream.
• TR(K) is the temperature of reactants leaving reactor.
• T0(K) is the temperature of feed stream to reactor.
• θ(min) is time.
• V (m3) is the volume of reactor.
• R(mol.m−3.min−1) is the reaction rate term.
• q is the volumetric flow rate of feed and output streams.
• −∆H(kJ.mol−1) is the heat of reaction.
• cP (kJ.kg

−1.K−1) is the heat capacity of reacting mixture.
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• ρ(kg.m−3) is density of reacting mixture.
• U∗(kJ.m−3.min−1) is heat transfer term corresponding to cooling coil in reactor.
According to [13], (2.1) - (2.2), when CSTR is used in a stable state, mathematical explanations are
minimized:

J(x(.), u(.)) =

∫ tf

t0

g(t, x(t), u(t))dt, (2.3)

where, x(t) ∈ Rr is the state function, u(t) ∈ Rs is the control function, and J is the performance
index. The control and state functions are respectively input and response of the following dynamical
system, constraints and initial conditions:

ẋ = f(t, x(t), u(t)), (2.4)

x(t0) = x0, x(tf ) = xtf , (2.5)

ul ≤ u ≤ ub, (2.6)

where f : Rr × Rs × R → Rr, g : Rr × Rs × R → R are sufficiently smooth on suitable open sets. ul

and ub are s-dimensional constant vectors that determine the lower and upper bounds for the control
function.

2.1. CSTR as p-Hub median problem

For performing MSGVNS to solve CSTR, we focus on transform to p-HMP (see [14] for more
details). In HLP, traffic between two nodes is not done directly, but through a specific set of nodes,
known as the hub. Hubs are nodes that support and distribute the current in a specific set of nodes
for transportation and communication systems with many demands and assigning the non-hub nodes
to the selected hubs. Many expensive direct connections (origin-destination) can be eliminated and
the transport flow can be made more efficient.
There are many types of HLP. For example, it may be assumed that the exact p hubs should be
chosen, which is called p-HMP. The p-HMP focuses on the location of the hubs and the allocation
of non-hub nodes to these established hubs to minimize total transportation costs (time, distance,
etc.). Under a single allocation (SA), all-time nodes are assigned to a single control as hub [15].
Additional changes include limited capacity (capacitive) or unlimited (uncapacitated) capacity at
the hub (USApHMP). A comprehensive review of available methods and solutions can be found in
[16, 17].
For this, the time interval is uniformly divided by using a constant number of time nodes, then the
control variable is approximated by a scalar matrix of control input values. So, we try to find optimal
or sub-optimal results for the discretized formulations to approximate the global solutions of CSTR.
The first step is to discretize the problem of minimizing (2.3) subject to (2.4)-(2.6). Fir this, [t0, tf ]
divided to n subintervals as follow:

[t0, t1], [t1, t2], · · · , [tn−1, tn = tf ]. (2.7)

To get optimal control for the problem (2.3)-(2.6), can focus on finding an optimal piecewise linear
control function u(.) on each time sub interval. Corresponding each interval [ti−1, ti], i = 1, 2, · · · , n,
partition the interval [ul, ub] is partitioned to m equal sub intervals [uj−1, uj], j = 1, 2, · · · ,m that
u0 = ul and um = ub. In the following, p constants u1, · · · , up from m sub interval are selected.

{t0, t1, ...} → {u0, u1, ...}, (2.8)

An optimization problem with a finite number of decision variables is produced indicating that the
assignment of a controller should not be limited for each time selection and output capacity, so we
have USApHMP.
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2.1.1. Evaluation

For discretization, piecewise linear control function with its values as input for the main continuous
problem is constructed as:

u(t) =
n∑

k=1

ξ[tk−1, tk](t)uk. (2.9)

In fact, using the characteristic function:

ξ[tk−1, tk](t) =

{
1, t ∈ [tk−1, tk]

0. otherwise
(2.10)

Variables ξ[tk−1, tk], serving as hub indicators, are restricted to be 0 or 1. In (2.3), the term integral
can be estimated by a numerical method of integration and X = [x1, x2, ..., xn], can approximately
be computed by the newton or forth Runge-Kutta methods. By discretization of the NOCP, the
problem is changed to an optimization problem with an extra objective function.
Let

tj = t0 + jh, j = 1, ..., n, (2.11)

be time nodes, where t0, tf are the initial and final times, respectively.
The performance index (2.3) by numerical method finds the following discrete format as follows:

minimize J =
n∑

j=0

wjg(tj, xj, uj), (2.12)

where, wj, j = 0, ..., n are suitable arbitrary constants. Now, the reduced problem is minimizing
(2.12). The optimum values of u0, u1, · · · , um determine the solution of the problem approximately
based on (2.9).
Each assignment is represented with an array of length n + p and consists of two segments. The
numbers of hubs in this assignment are p, and for 1 ≤ i ≤ n, location i is allocated to hub h[i]. Let
us for each hub i in USApHMP h[i] = u[j], 1 ≤ j ≤ m, where j is the partition of control function
and every time is assignment to one hub. Figure 1 (a), typical discretization with n = 7 and m = 6,
is shown where time intervals assigned to each chosen pattern and so the best performance index is
determined to find the near-optimal control of the problem. Figure 1 (b), is an example including
the set of all hub and location assignments in NOCP with n = 7 ,m = 6 and p = 5.

2.2. Existing heuristics

Many algorithms are designed for USApHMP [18, 19, 20, 21, 22]. Such as: simulated annealing
(SA) [23], tabu search (TS) [24] and Variable neighborhood search (VNS) [25, 56]. The VNS was used
to solve several optimization problems [26] for example, mixed integer programming [27], scheduling
problem [28].
If the variable neighborhood descent (VND) is used instead of a simple local search, and then the
initial solution is improved by VNS, the general neighborhood variable search scheme (GVNS) is
obtained, indicating that GVNS is a broader version of the basic VNS.
A real-world application of the GVNS is shown for one-commodity pickup –and- delivery traveling
salesman problem [29]. This includes considering the feasibility of a possible traveling salesman’s
tour for the travel and designing the optimal travel tour. It can to solve instances with up to 1000
customers. Also, GVNS is provided by [30] proposed to address continuous optimization. In [31]
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Figure 1: (a) Typical discretization NOCP with n = 7 and m = 6 and (b) considering NOCP as USApHMP.

sequential general variable neighborhood search (SGVNS) was studied for USApHMP and showed
better than some algorithms.
Because of the diversity of the algorithms and the ability to solve useful problems and structural
similarity with USApHMP and CSTR, the two-phase modified SGVNS denoted as MSGVNS method
for solving CSTR is considered. We survey a different number of time nodes in two phases . The
algorithm starts with a small number of time nodes in the phase1 and can reduce computational
time by finding a better option for controllers.

3. MSGVNS algorithm

In this section, the components of two-phase MSGVNS algorithm of solving the USApHMP are
described. This algorithm uses a standard sequential variable neighborhood descent (SVND). Three
local neighborhood search are examined in the SVND.

3.1. Sequential general variable neighborhood search

Variable neighborhood descent (VND) is a deterministic variant of VNS that uses lmax ≥ 2 neigh-
borhood structures in the local search [32]. We used three local searches to increase the variety of
solutions obtained in the following:
Neighborhood structures
A neighborhood structure is designed by introducing motion from one solution to another in local
search. The final solution is provided when a local optimum cannot be improved using the neigh-
borhood structure.
Note that two of the neighborhood structures, the first and the second, are the same as the al-
locate and alternate[31] and the same as Greassign and Greplace neighborhoods [33]. However, these
neighborhoods are applied in a different order and the third local search is the new one, the basic
neighborhood structures for CSTR is as followed:
� The first local search method within VND, is as follow. This local change does not modify the
selected controls. For all n time sections, we try to change its membership. This means that
we select the ti time node and try to replace the uk assignments, so all other time nodes remain
unchanged. When calculating new cost performance, we can calculate the cost difference between
old and new assignments.
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� In the second local search method, a uk control is changed, and if the cost function decreases, we
move to this neighborhood solution. In the first step, a control such as uj that is not in u0, ..., up and
a random control uk from u0, ..., up is selected. From the current assignment set, we can modify all
time nodes for uk and then change its control to uj. All controls from u0, ..., up are selected exactly
once. Therefore, the change in cost performance is calculated for the new uj.
� In the third local search, one uj that is not in u0, ..., up and a random control uk from u0, ..., up are
selected. uk is replaced with uj and all time nodes are reassigned to the random control (including
the new one). Thus all assignments are changed and the new cost function calculate. As mentioned
above, the local search ends if there is no further progress in the third neighborhood.
The usual strategy for exploration of several neighborhoods within certain local search is sequential
because the neighborhood structures are explored one by one which sequential VND (SVND) is found
in Algorithm 1 [34, 26].

The pseudo-code for solving CSTR by SGVNS heuristic that using SVND in the local search step
can be expressed as follows.

Algorithm 1: The phase 1 of SGVNS method

Input: Select kmax and itmax, find an initial solution
1 k = 1
2 i = 1
3 While i < itmax do
4 Generate a random assignment in k-th neighborhood
5 j = 1
6 While j < 4 do
7 If j = 1 then
8 Apply the first local search on current assignment
9 else If j = 2 then

10 Apply the second local search on current assignment
11 else If j = 3 then
12 Apply the third local search on current assignment
13 j=j+1
14 Update current assignment and j = 1
15 k=k+1
16 if the current assignment is better than solution then
17 Update current solution and k = 1
18 if k = kmax + 1 then
19 k = 1
20 i=i+1

3.2. Modified SGVNS
Because a CSTR model may have various possible solutions, obtaining at least some of them

rather requires a large set of initial conjectures across the domain. Applying possible physical values
for system parameters, as in the case of CSTR can determine the existence of at least one feasible
solution to the problem. Thus, we now give the two-phase solving strategy in Algorithm 2, MSGVNS,
with a random initial solution constructed by (2.9) to gain feasible solutions for the search space in
possible computational time. After visiting the initial solution, we use a method similar to [31, 29]
to generate a new solution because on average it offers better results than some of the algorithms.
Since the main aim in phase 1, is to find a hopeful solution in the search space with short computa-
tional times, a few numbers of partition time are used (see Algorithm 1). However, when a feasible
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solution is reached, we restrict our search to the subspace of the obtained solution.
Next, to manage the quality of the solution for a CSTR model, we use phase 2 from a point reached
in phase 1 and so increase the accuracy of this solution. So, after obtaining the feasible solution in
phase 1, in phase 2, the values of the new domain boundary of the control of solution (i.e. bmin and
bmax ) are divided into n parts. Then the interval [bmin, bmax] are divided to n number of partition
and the solution with the modified control partition set is considered as the initial solution and Phase
1 restarts to find a better one in low computational times. Finally, with our new local search in
MSGVNS, we find better results than the method proposed in [35, 36, 37, 38, 39] for CSTR.

Algorithm 2: The algorithm of the MSGVNS method

Input: Select Input rmax.
1 r = 1
2 While r < rmax do
3 phase 1: Perform SGVNS (Algorithm 1) with a random initial solution and new umin and

umax

4 If the current solution is better than initial solution
5 Update current solution
6 construct initial solution for phase 2:
7 umin = bmin ;
8 umax = bmax;
9 r = r + 1

The MSGVNS uses the three neighborhood structures that explained above (as stated in Algo-
rithm 1).
Importance of the new neighborhood structure: this paper introduces the new neighborhood
structure that was the third local structure and it gives better results. Algorithm use the two pa-
rameters, i.e., kmax = 30, itmax = 10 and rmax = 10 for each problem instance. We showed the
two-phase algorithm with a few amounts of kmax, and itmax can solve CSTR in less computational
time. Table 1-3 show the following: other methods, the best solution, the computational time.
Remark. All metaheuristics are interesting because of their numerical behavior, and after a few
iterations, they get good results. There is no particular theory of VNS convergence, nor is there
any general assumption about the convergence of metaheuristic algorithms [40, 41]. Although in [42]
a simple structure is organized for global convergence of VNS based on the concept of absorption
probabilities .

4. CSTR examples

4.1. Constrained first-order CSTR

This dynamic optimization problem is an irreversible first-order CSTR chemical reaction that is
first formulated by [43, 13]. An irreversible reaction, the single reactive material is shown as follows:

A → B.

According to [13], (2.1) - (2.2) may be express into dimensionless form and, through a selection of a
fit set of parameters, the equations describing the chemical reactor are:

ẋ1 = (−2 + u)(x1 + 0.25) + (x2 + 0.5) exp

(
25x1

x1 + 2

)
,

ẋ2 = 0.5− x2 − (x2 + 0.5) exp

(
25x1

x1 + 2

)
.
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If the amount of coolant flow entering the reactor through the coil is changed, then the u(t) control
variable, which depends on the valve opening, also changes. There are two state variables x1(t) and
x2(t) that express the deviation from the dimensionless steady-state temperature and concentration.
The goal of CSTR is to determine a control function u(t) that transfers the system from initial condi-
tion (x1(0), x2(0)) = (0.09, 0.09) and interval time [0, 0.78] that minimizes the following performance
index:

g =

∫ tf

t0

(x2
1 + x2

2 + 0.1u2)dt.

As was shown by [44], this system donates a local minimum J = 0.24425 and a minimum J = 0.133094
when Pontryagin’s maximum principle is used. A simple approach, based on Pontryagin’s maximum
principle, was applied by [45] to obtain an initial guess for the solution, then the minimum value of
J = 0.1334 was obtained.
This problem was solved by [11] applying eight stochastic global optimization methods, so the results
received ranging between J = 0.135 and J = 0.245. The problem has been solved by the MSGVNS
with [0, 5] as the control interval. The best result for n = 70,m = 30 is J∗ = 0.0318 that is better
than other solution. We have also compared our result with other algorithms. It is clear that the
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Figure 2: Figure of consecutive reaction batch reactor dynamic optimization problem: (a) The resulting optimal
trajectories, (b) The resulting optimal control

performance index, J , for the MSGVNS methods are more accurate than IPSO ([46]), J = 0.1355
and LI J = 0.1307 ([38]) and WOA J = 0.133724 ([47]). Figure 2-(a) shows the control function for
the optimal solution obtained by our method. The corresponding state trajectories were also given in
Figure 2-(b). Compared with other methods, the MSGVNS has both faster convergence speed and
better results although Figure 3 shows the convergence behavior of our method for 40 iterations.

4.2. Unconstrained two-state variable mathematical system.

Some researchers have studied the problem of consecutive reaction batch reactor dynamic opti-
mization that the reaction A → B → C occurs [49, 50]. In this model, it is necessary to find the

Table 1: Comparison of results for the nonlinear continuous stirred-tank reactor dynamic optimization problem

Algorithm Computation time (s) Final solution
Method of [38] 30.6 0.1307
Differential Evolution Algorithm [48] NR 0.1358
The proposed method 300 0.0368
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Figure 3: Convergence of the performance index for the consecutive reaction batch reactor dynamic optimization
problem

optimal temperature profile that maximizes product performance of B temperature at the result of
the process in the batch reactor. To maximize the cost performance, the feed rate u in t ∈ [0, 1] is as
follows:

J(u) = x1(tf ).

The control and state functions are respectively input and the response of the following dynamical
system:

ẋ1 = −620000e

−5000

u


x1 + 4000e

−2500

u


x2
2,

ẋ2 = −4000e

−2500

u


x2
2.

The problem has two state constraints with initial condition, [x1, x2]
T = [0, 1]T , where x1 shows the

concentration of B, x2 represents the concentration of A; u is the temperature in [298, 398].
The optimal value for HIGA [51] was obtained as 0.61046, which was more accurate than iterative
ACO [50] and ACO [52]. The optimal value in [39] drives to solution 0.6107 with 102 iterations and
the maximum solution obtained from the hybrid stochastic optimization method in [37] is 0.6128.
The best obtained values by [38] for LI and SI are 0.61067 and 0.61078 respectively, which is better
than HIGA. To compare the performance of MSGVNS to existing methods, the comparison results
are given in Table 1. The maximum value by applying MSGVNS is J∗ = 0.7968 was obtained very
rapidly. The computation time with a discretization of n = 9,m = 30 subintervals, was 179 seconds.

In addition, we present our approach to the optimal control in Figure 4-(b) and the resulting state
trajectories in Figure 4-(a). The result from the approach of [37] and [39] are 0.6107 and 0.6128 that
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Figure 4: Figure of consecutive reaction batch reactor dynamic optimization problem: (a) The resulting optimal
trajectories, (b) The resulting optimal control

is exceeded by our method to 0.7968 that shown in Table 2. Figure 5 shows the resulting performance
index for iterations that the convergence occurs before the 15th iteration.

4.3. Photochemical CSTR

A challenging subject of higher dimensions involves a photochemical reaction in an isothermal
CSTR that is used for optimal control problems in [13, 53] formulated by [54]. Four control variables
of the CSTR is surveyed to determine for maximizing the economic benefit that has been studied
by some researchers [55, 39]. Several chemical reactions simultaneously show the dynamics of the
system. For maximizing the cost function, four control inputs ui, i = 1, ..., 4 are, respectively, the
electrical energy input and the flow rate of three feed streams over t ∈ [0, 0.2] is selected:

J(u) = x1(tf ),

subject to:

ẋ1 = 5.8 [(u1 + u2 + u3)x2 − u1]− 3.7u2 − 4.1u3

+(u1 + u2 + u3)(23x5 + 11x6 + 28x7 + 35x8)− 5u2
4 − 0.099,

ẋ2 = u1 − (u1 + u2 + u3)x2 − 17.6x2x3 − 23x2x7u4,

ẋ3 = u2 − (u1 + u2 + u3)x3 − 17.6x2x3 − 146x3x4,

ẋ4 = u3 − (u1 + u2 + u3)x4 − 73x3x4,

ẋ5 = −(u1 + u2 + u3)x5 + 35.2x2x3 − 51.3x5x6,

ẋ6 = −(u1 + u2 + u3)x6 + 219x3x4 − 51.3x5x6,

ẋ7 = −(u1 + u2 + u3)x7 + 102.6x5x6 − 23x2x7u4,

ẋ8 = −(u1 + u2 + u3)x8 + 46x2x7u4,

Table 2: Comparison of results for the unconstrained two-state variable system

Algorithm Computation time (s) Final solution
Method of [39] 653 0.6107
Hybrid stochastic optimization method [37] 385 0.6128
The proposed method 179 0.7968
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Figure 5: Convergence of the performance index for the consecutive reaction batch reactor dynamic optimization
problem

and the control input constraint

0 ≤ u1 ≤ 20,

0 ≤ u2 ≤ 20,

0 ≤ u3 ≤ 6,

0 ≤ u4 ≤ 4,

with the initial condition

x(0) = [0.0000, 0.1883, 0.2507, 0.0467, 0.0899, 0.1804, 0.1394, 0.1046]T .

the maximum value for the performance index in [36] by using piecewise constant control with n = 11
time stages of equal length was 21.75722. The problem has been solved by the proposed method
with n = 9 and p1 = p2 = p3 = p4 = 10 (number partition of u1, u2, u3, u4). The optimal control
was shown in Figure 7-(a) and corresponding trajectories were given in Figure 6. To compare the
performance of our method to existing methods, the results of [37, 39] were shown in Table 3. The
comparison of results are given by figures and Table 3 explains that MSGVNS takes 330s to give the
satisfactory solution 22.24, but the method of [39] takes 2493s to arrive the local optimal 21.8241 and
[37] takes 1346s for local optimal solution 21.85. In addition, Table 3 shows that the results of the
implementation of other methods are exceeded by our method to 22.24, indicating 2% improvement
in the objective function. Figure 7-(b) shows the convergence of MSGVNS for 80 iterations.



456 Samili, Borzabadi, Mehne, Heydari

Time

S
ta

te
fu

n
c
ti
o

n
s

(x
2
,
x

3
,
x

4
,
x

5
)

0 0.05 0.1 0.15 0.2

0

0.2

0.4

0.6

0.8

x
2

x
3

x
4

x
5

Time

S
ta

te
fu

n
c
ti
o

n
s

(x
6
,
x

7
,
x

8
)

0 0.05 0.1 0.15 0.2
­0.1

­0.05

0

0.05

0.1

0.15

0.2

0.25

0.3
x

6

x
7

x
8

(a) (b)

Figure 6: Figure of consecutive reaction batch reactor dynamic optimization problem: (a),(b) The resulting optimal
trajectories
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Figure 7: Figure of consecutive reaction batch reactor dynamic optimization problem: (a) The resulting optimal
controls, (b) optimal performance index

5. Conclusion

The paper considers the chemical process system’s optimal control problem. To solve the CSTR
problem, a modified metaheuristic is considered. The similarity structure USApHMP with CSTR,
persuade us to make modifications to one of the successful methods of solving the USApHMP and
with this in mind that the cost structure shown in Figure 1., the two-phase MSGVNS algorithm was
presented. The correctness of this view may be seen in the numerical results presented in Section 4.
Our results match all previously known optimal solutions and best-known solutions for CSTRs and
significantly improve best-known objective values for CSTRs in a few computing time. In general,
the cost function of our approach is dependant on the value of n,m. Although, we find optimal
solutions in fewer n,m than other methods. Based on the above experimental results, we can infer
that MSGVNS is effective and robust in terms of both solution quality and convergence speed. It

Table 3: Comparison of results for the nonlinear continuous stirred-tank reactor dynamic optimization problem

Algorithm Computation time (s) Final solution
Method of [39] 2493 21.8241
Hybrid stochastic optimization method [37] 1346 21.8503
The proposed method 330 22.24
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Figure 8: Convergence of the performance index for the consecutive reaction batch reactor dynamic optimization
problem

seems that with the approach presented in this paper, in the next research, it is possible to reduce the
shortcomings that metaheuristic methods have for finding approximate solutions in different types
of chemical process. Also, with this type of view of the problem, it is easy to speed up the process of
obtaining the approximate solutions by some schemes such as parallelization.
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