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Abstract

In this work first we establish some fixed point theorems for $\bot-$Mizoguchi-Takahashi contractions mappings in the setting of orthogonal metric spaces. Next, we investigate the existence of solution for certain fractional differential equation via some integral boundary value conditions and obtained fixed point results.
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1. Introduction

In the line of research of multi-valued mappings, one of the most important results was given by Nadler [8]. He extended the Banach contraction principle to multi-valued mappings and then proved the following famous theorem.

Theorem 1.1. Let $(X,d)$ be a complete metric space and $T : X \to CB(X)$ be a multi-valued mapping, where $CB(X)$ denotes the family of all nonempty closed and bounded subsets of $X$. We say $T$ is a multi-valued contraction, if there exists $r \in [0,1)$ such that,

$$H(Tx,Ty) \leq rd(x,y)$$

holds for all $x,y \in X$, where $H$ is the Pompeiu-Hausdorff metric on $CB(X)$ defined by

$$H(A,B) = \max\{\sup_{x \in A} d(x,B), \sup_{y \in B} d(y,A)\},$$

where $d(x,B) = \inf\{d(x,y) : y \in B\}$. Then there exists $x^* \in X$ such that $x^* \in Tx^*$ (i.e., $T$ has a fixed point).
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Reich \cite{10} established and proved some results for multi-valued nonlinear contractions as a generalization of Theorem \cite{11}. He then asked whether his results can be extended to multi-valued mappings whose range consists of nonempty bounded closed sets (see \cite{11}). This problem is called Reich conjecture. There are some imprecise answers to this conjecture. One of the famous answers to Reich conjecture was given by Mizoguchi and Takahashi with the substitution $[0, \infty)$ instead of $(0, \infty)$ in hypothesis of results of Reich.

Eshaghi et.al. \cite{4} introduced the notion of orthogonal set and gave a real generalization of Banach contraction principle in orthogonal metric spaces (For more details on orthogonal set, also see \cite{2}).

Definition 1.2. Let $X \neq \emptyset$ and $\perp \in X \times X$ be an binary relation. Assume that there exists $x_0 \in X$ such that $x_0 \perp x$ for all $x \in X$. Hence we say that $X$ is an orthogonal set (briefly O-set). We denote orthogonal set by $(X, \perp)$. Also, suppose that $(X, \perp)$ be an O-set. A sequence $\{x_n\}_{n \in \mathbb{N}}$ is called orthogonal sequence (briefly O-sequence) if $(\forall n; x_n \perp x_{n+1})$.

Definition 1.3. Let $X$ be a metric space and $M \subseteq X$.

- $M$ is an orthogonal metric space if $(M, \perp)$ is an O-set.
- $T : M \rightarrow M$ is $\perp$-continuous in $x \in M$ if for each $\{x_n\}_{n \in \mathbb{N}}$ in $M$, $\lim_{n \to \infty} d(x_n, x) = 0$, implies, $\lim_{n \to \infty} d(Tx_n, Tx) = 0$. Furthermore, $T$ is $\perp$-continuous when $T$ is $\perp$-continuous in each $x \in M$.
- $T : M \rightarrow CB(M)$ is $\perp^*$-continuous in $x \in M$ if for each $\{x_n\}_{n \in \mathbb{N}}$ in $M$, $\lim_{n \to \infty} d(x_n, x) = 0$, implies, $\lim_{n \to \infty} H(Tx_n, Tx) = 0$. Also, $T$ is $\perp^*$-continuous when $T$ is $\perp^*$-continuous in each $x \in M$.
- We say $T : M \rightarrow M$ is $\perp$-preserving if $Tx \perp Ty$ whence $x \perp y$.
- We say $T : M \rightarrow CB(M)$ is $\perp^*$-preserving, when $x \perp y$ implies $u \perp v$ for all $u \in Tx$ and $v \in Ty$.
- Finally, $X$ is orthogonal complete if every Cauchy O-sequence is convergent.

Example 1.4. If $0 < \rho \leq 1$, let $\Lambda_\rho([0, 1])$ be the space of H"{o}lder continuous functions of the exponent $\rho$ in $[0; 1]$. That is, $f \in \Lambda_\rho([0, 1])$ if and only if $\|f\|_{\Lambda_\rho} < \infty$, where

$$
\|f\|_{\Lambda_\rho} = |f(0)| + \sup_{x,y \in [0,1], x \neq y} \frac{|f(x) - f(y)|}{|x - y|^\rho}.
$$

For $0 < \rho \leq 1$, assume that

$$
\lambda_\rho([0, 1]) = \{f \in \Lambda_\rho([0, 1]) | \lim_{x \to y} \frac{|f(x) - f(y)|}{|x - y|^\rho} = 0, \forall y \in [0, 1]\}.
$$

Now for all $\rho, \tau \in (0, 1]$, define $\lambda_\rho([0, 1]) \perp \lambda_\tau([0, 1])$ if and only if $\lambda_\rho\tau([0, 1])$ be an infinite-dimensional closed subspace of $\Lambda_\tau([0, 1])$. Therefore, $(\{\lambda_\rho([0, 1])\}_{\rho \in (0, 1], \perp})$ is an O-set.

Fractional differential equations (FDEs for short) has generated much interest in recent years. Many researchers have investigated on FDEs by utilizing different methods and techniques (see \cite{13,14,13,15} and references therein). It is well known that The Riemann—Liouville fractional integral of order
α of a function f is defined by 
\[ I^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s)ds \]  
with \( \alpha > 0 \) and the Caputo derivative of order \( \alpha \) for a function \( f \) is defined by

\[ cD^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t \frac{f^{(n)}(s)}{(t-s)^{\alpha-n+1}}ds \]

where \( n = [\alpha] + 1 \) (for more details on Riemann–Liouville fractional integral and Caputo derivative see, [6] [9] [12]).

In 2007, Xinwei and Landong [13] investigated the existence and uniqueness of solutions for the fractional differential equation

\[ cD^\alpha u(t) = f(t, u(t), cD^\beta u(t)), \quad 0 \leq t \leq 1 \]

with boundary values \( u(0) = u'(0) = 0 \) or \( u'(0) = u(1) = 0 \) or \( u(0) = u(1) = 0 \), whence \( 1 < \alpha \leq 2 \), \( 0 < \beta \leq 1 \) and \( f : [0, 1] \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is continuous.

In 2009, Su and Zhang [14] reviewed the existence of solutions for the following fractional differential equation

\[ cD^\alpha u(t) = f(t, u(t), cD^\beta u(t)), \quad 0 \leq t \leq 1 \]

with boundary values \( a_1 u(0) - a_2 u'(0) = A \) and \( b_1 u(1) - b_2 u'(1) = B \), where \( \alpha, a_1, a_2, b_1, b_2 \) satisfy some conditions.

Motivated by the above results, we consider the following fractional differential equation

\[ cD^\alpha u(t) = f(t, u(t), cD^\beta_1 u(t), cD^\beta_2 u(t), \ldots cD^\beta_n u(t)), \quad 0 \leq t \leq 1, \quad 0 < \beta_i < 1, \quad i = 1, 2, \ldots n \]

with boundary values

\[
\begin{cases}
  a_1 u(0) + a_2 (cD^\gamma u(0)) = \int_0^1 g_0(s, u(s))ds, \\
  b_1 u(1) + b_2 (cD^\gamma u(1)) = \int_0^1 g_1(s, u(s))ds \\
  b_1 u(\eta) + b_2 (cD^\gamma u(\eta)) = \int_0^1 g_2(s, u(s))ds 
\end{cases}
\]

where, \( 2 < \alpha \leq 3 \), \( 0 < \gamma < 1 \), \( 0 < \eta \), \( a_1 \neq 0 \), \( a_2, b_1, b_2 \in \mathbb{R} \) and \( g_0, g_1, g_2 : [0, 1] \times \mathbb{R} \to \mathbb{R} \) and \( f : [0, 1] \times \mathbb{R}^{n+1} \to \mathbb{R} \) are continuous.

2. Fixed point results

In this section we state and prove two fixed point theorems for Mizoguchi-Takahashi type contractions mappings in the setting of orthogonal metric spaces.

We denote by \( \Delta_\delta \) the set of all functions \( \delta : (0, +\infty) \to (0, 1) \) satisfying the following condition:

\[ \limsup_{t \to s^+} \delta(t) < 1, \forall s \in [0, \infty). \]

**Theorem 2.1.** Let \( (X, d, \perp) \) be an orthogonal complete metric space. Let \( T : X \to CB(X) \) be an \( \perp^* \)-preserving multifunction. There exists \( \delta \in \Delta_\delta \) such that

\[
\begin{cases}
  x \neq y, \\
  x \perp y,
\end{cases} \quad \Rightarrow \quad H(Tx, Ty) \leq \delta(d(x, y))d(x, y). \quad (2.1)
\]

Also, \( T \) is \( \perp^* \)-continuous. Then \( T \) has a fixed point.
Proof. From Definition 1.2 there exists \( x_0 \in X \) such that \( x_0 \perp y \) for all \( y \in X \). Let \( x_1 \in TX_0 \), so \( x_0 \perp x_1 \). If \( x_0 = x_1 \) then \( x_0 \) is a fixed point of \( T \). Hence we assume that \( x_0 \neq x_1 \) and \( d(x_0, x_1) > 0 \). Since \( TX_0, TX_1 \in CB(X) \), there exists a point \( x_2 \in TX_1 \) such that,

\[
d(x_1, x_2) \leq H(Tx_0, Tx_1) + \left( \frac{1}{\delta(d(x_0, x_1))} - 1 \right) H(Tx_0, Tx_1)
\]

and so from (2.1) we have,

\[
d(x_1, x_2) \leq \frac{1}{\delta(d(x_0, x_1))} H(Tx_0, Tx_1) \leq \sqrt{\delta(d(x_0, x_1))} d(x_0, x_1).
\]

Since \( T \) is an \( \perp^* \)-preserving then, \( x_0 \perp x_1 \) implies \( u \perp v \) for all \( u \in TX_0 \) and \( v \in TX_1 \). This implies \( x_1 \perp x_2 \). If \( x_1 = x_2 \) then \( x_1 \) is a fixed point of \( T \). Hence we assume that \( x_0 \neq x_1 \). If \( d(x_1, x_2) = 0 \), then \( x_1 = x_2 \), which is a contradiction, so we assume that \( d(x_1, x_2) > 0 \). Again, since \( TX_1, TX_2 \in CB(X) \), there exists a point \( x_3 \in TX_2 \) such that

\[
d(x_2, x_3) \leq H(Tx_1, Tx_2) + \left( \frac{1}{\delta(d(x_1, x_2))} - 1 \right) H(Tx_1, Tx_2)
\]

and so from (2.1) we have,

\[
d(x_2, x_3) \leq \frac{1}{\delta(d(x_1, x_2))} H(Tx_1, Tx_2) \leq \sqrt{\delta(d(x_1, x_2))} d(x_1, x_2).
\]

Continuing in this fashion, we obtain a sequence \( \{x_n\} \) in \( X \) such that \( x_n \in TX_{n-1} \), \( x_n \perp x_{n-1} \), \( x_n \neq x_{n-1} \), \( d(x_{n-1}, x_n) > 0 \) and

\[
d(x_n, x_{n+1}) \leq \sqrt{\delta(d(x_{n-1}, x_n))} d(x_{n-1}, x_n) \leq d(x_{n-1}, x_n)
\]

for all \( n \in \mathbb{N} \). Thus, the sequence \( \{d(x_{n-1}, x_n)\} \) is decreasing and so convergent. Since, \( \beta \in \Delta_\beta \), then there exist \( b \in (0, 1) \) and \( n_0 \in \mathbb{N} \) such that \( \delta(d(x_{n-1}, x_n)) < b \) for all \( n \geq n_0 \). Now, we obtain, for all \( n \geq n_0 \),

\[
d(x_n, x_{n+1}) \leq \sqrt{\delta(d(x_{n-1}, x_n))} d(x_{n-1}, x_n)
\]

\[
\leq \sqrt{\delta(d(x_{n-2}, x_{n-1}))} \sqrt{\alpha(d(x_{n-1}, x_n))} d(x_{n-2}, x_{n-1})
\]

\[
\vdots
\]

\[
\leq \sqrt{\delta(d(x_0, x_1))} \cdots \sqrt{\delta(d(x_{n_0-1}, x_{n_0}))} \sqrt{\delta(d(x_{n_0}, x_{n_0+1}))} \cdots
\]

\[
\leq \sqrt{\delta(d(x_{n_0-1}, x_{n_0}))} \sqrt{\delta(d(x_{n_0}, x_{n_0+1}))} \cdots
\]

\[
\leq (\sqrt{b})^{(n-n_0)} d(x_0, x_1).
\]
That is,
\[ d(x_n, x_{n+1}) \leq r^{(n-n_0)}d(x_0, x_1). \]
for all \( n \geq n_0 \), where \( 0 < r := \sqrt{b} < 1 \). Now for all \( m > n \geq n_0 \) we have,
\[ d(x_n, x_m) \leq \sum_{i=n}^{m-1} d(x_i, x_{i+1}) \leq \sum_{i=n}^{m-1} r^{(i-n_0)}d(x_0, x_1) < \sum_{i=n}^{\infty} r^{(i-n_0)}d(x_0, x_1) \]
Since the series \( \sum_{i=1}^{\infty} r^{(i-n_0)}d(x_0, x_1) \), is convergence, this implies
\[ \lim_{m,n \to \infty} d(x_n, x_m) = 0. \]

Hence we proved that \( \{x_n\} \) is a Cauchy sequence. Since \( X \) is an complete, then there exists \( z \in X \) such that \( x_n \to z \) as \( n \to \infty \). Since \( T \) is \( \perp^* \)-continuous, then
\[ \lim_{n \to \infty} H(Tx_{n-1}, Tz) = 0. \]
For each \( x_n \in Tx_{n-1} (n \in \mathbb{N}) \) there exists \( y_n \in Tz \) such that
\[ d(x_n, y_n) < H(Tx_{n-1}, Tz) + \frac{1}{n}. \]
Then \( \lim_{n \to \infty} d(x_n, y_n) = 0. \) Therefore
\[ d(z, y_n) \leq d(z, x_n) + d(x_n, y_n). \]

By taking limit as \( n \to \infty \) in the above inequality we get \( \lim_{n \to \infty} d(z, y_n) = 0. \) That is the
sequence \( \{y_n\} \) converges to \( z \). Since \( Tz \) is closed then \( z \in Tz. \)

The following Corollary is Theorem of Nadler (Theorem 1.1) in the setting of orthogonal metric spaces.

**Corollary 2.2.** Let \((X, d, \perp)\) be an orthogonal complete metric space. Let \( T : X \to CB(X) \) be an \( \perp^* \)-preserving multifunction. There exists \( 0 < k < 1 \) such that
\[ \left\{ \begin{array}{c} x \neq y, \\
 x \perp y,
\end{array} \right\} \implies H(Tx, Ty) \leq kd(x, y). \]
Also, \( T \) is \( \perp^* \)-continuous. Then \( T \) has a fixed point.

If in Theorem 2.1 we take \( \delta(t) = \frac{1}{1+t} (t > 0) \) then we obtain the following Corollary.

**Corollary 2.3.** Let \((X, d, \perp)\) be an orthogonal complete metric space. Let \( T : X \to CB(X) \) be an \( \perp^* \)-preserving multifunction. Assume that for \( x \neq y \) and \( x \perp y \),
\[ H(Tx, Ty) \leq \frac{d(x, y)}{1+d(x, y)}. \]
Also, \( T \) is \( \perp^* \)-continuous. Then \( T \) has a fixed point.

For \( \perp \)-Mizoguchi-Takahash that is not \( \perp \)-continuous we have the following theorem.
Theorem 2.4. Let \((X, d, \perp)\) be an orthogonal complete metric space. Let \(T : X \to CB(X)\) be an \(\perp^*\)-preserving multifunction. There exists \(\delta \in \Delta_\delta\),

\[
\begin{cases}
  x \neq y, & \implies H(Tx, Ty) \leq \delta(d(x, y))d(x, y). \\
  x \perp y, & \implies H(Tx, Ty) \leq \delta(d(x, y))d(x, y).
\end{cases}
\] (2.2)

Let \(\{x_n\}\) be an \(O\)-sequence in \(X\) with \(x_n \to x\) as \(n \to \infty\), then \(x_n \perp x\) hold for all \(n \in \mathbb{N}\). Then \(T\) has a fixed point.

Proof. As in the proof of Theorem 2.1 we deduce an \(O\)-sequence \(\{x_n\}\) starting at \(x_0\) is Cauchy and so converges to a point \(z \in X\). Then, we have

\[x_n \perp z.\]

Now if \(x_n = z\) for some \(n \in \mathbb{N}\), then clearly,

\[H(Tx_n, Tz) \leq d(x_n, z).\]

Also, if \(x_n \neq z\) for some \(n \in \mathbb{N}\), then from (2.2) we obtain,

\[H(Tx_n, Tz) \leq \delta(d(x_n, z))d(x_n, z) \leq d(x_n, z).\]

That is, for all \(n \in \mathbb{N}\), we have,

\[H(Tx_n, Tz) \leq d(x_n, z).\]

Now we can write,

\[d(z, Tz) \leq d(z, Tx_n) + H_1(Tx_n, Tz) \leq d(z, x_{n+1}) + H_1(Tx_n, Tz) \leq d(z, x_{n+1}) + d(x_n, z).\]

Letting \(n \to \infty\) in the above inequality we get, \(d(z, Tz) = 0\). Now there exists a sequence \(\{y_n\} \subseteq Tz\) such that \(\lim_{n \to \infty} d(z, y_n) = 0\). Since \(Tz\) is closed then \(z \in Tz\). □

Corollary 2.5. Let \((X, d, \perp)\) be an orthogonal complete metric space. Let \(T : X \to CB(X)\) be an \(\perp^*\)-preserving multifunction. There exists \(0 < k < 1\) such that

\[
\begin{cases}
  x \neq y, & \implies H(Tx, Ty) \leq kd(x, y).
\end{cases}
\]

Let \(\{x_n\}\) be an \(O\)-sequence in \(X\) with \(x_n \to x\) as \(n \to \infty\), then \(x_n \perp x\) hold for all \(n \in \mathbb{N}\). Then \(T\) has a fixed point.

Corollary 2.6. Let \((X, d, \perp)\) be an orthogonal complete metric space. Let \(T : X \to CB(X)\) be an \(\perp^*\)-preserving multifunction. Assume that for \(x \neq y\) and \(x \perp y\),

\[H(Tx, Ty) \leq \frac{d(x, y)}{1 + d(x, y)}.\]

Let \(\{x_n\}\) be an \(O\)-sequence in \(X\) with \(x_n \to x\) as \(n \to \infty\), then \(x_n \perp x\) hold for all \(n \in \mathbb{N}\). Then \(T\) has a fixed point.
Corollary 2.7. Let \((X, d, \perp)\) be an orthogonal complete metric space. Let \(T : X \to X\) be an \(\perp\)-preserving self-mapping. There exists \(\delta \in \Delta_\delta\),

\[
\begin{cases}
x \neq y, \\
x \perp y,
\end{cases} \Rightarrow d(Tx, Ty) \leq \delta(d(x, y))d(x, y).
\]

Let \(\{x_n\}\) be an \(O\)-sequence in \(X\) with \(x_n \to x\) as \(n \to \infty\), then \(x_n \perp x\) hold for all \(n \in \mathbb{N}\). Then \(T\) has a fixed point.

Corollary 2.8. Let \((X, d, \perp)\) be an orthogonal complete metric space. Let \(T : X \to CB(X)\) be an \(\perp^*\)-preserving multifunction. Assume that for \(x \neq y\) and \(x \perp y\),

\[
H(Tx, Ty) \leq \frac{d(x, y)}{1 + d(x, y)}.
\]

Let \(\{x_n\}\) be an \(O\)-sequence in \(X\) with \(x_n \to x\) as \(n \to \infty\), then \(x_n \perp x\) hold for all \(n \in \mathbb{N}\). Then \(T\) has a fixed point.

Corollary 2.9. Let \((X, d, \perp)\) be an orthogonal complete metric space. Let \(T : X \to X\) be an \(\perp\)-preserving self-mapping. There exists \(\delta \in \Delta_\delta\),

\[
\begin{cases}
x \neq y, \\
x \perp y,
\end{cases} \Rightarrow d(Tx, Ty) \leq \delta(d(x, y))d(x, y).
\]

Let \(\{x_n\}\) be an \(O\)-sequence in \(X\) with \(x_n \to x\) as \(n \to \infty\), then \(x_n \perp x\) hold for all \(n \in \mathbb{N}\). Then \(T\) has a fixed point.

3. Fractional Differential Equation

In this section, we study the existence of solutions for the following fractional differential equation

\[
cD^\alpha u(t) = f(t, u(t), cD^{\beta_1} u(t), cD^{\beta_2} u(t), ...cD^{\beta_n} u(t)), \quad 0 \leq t \leq 1, \quad 0 < \beta_i < 1, \quad i = 1, 2, ..., n \tag{3.1}
\]

with boundary values

\[
\begin{cases}
a_1 u(0) + a_2 (cD^{\gamma} u(0)) = \int_0^1 g_0(s, u(s))ds, \\
b_1 u(1) + b_2 (cD^{\gamma} u(1)) = \int_0^1 g_1(s, u(s))ds \\
b_1 u(\eta) + b_2 (cD^{\gamma} u(\eta)) = \int_0^1 g_2(s, u(s))ds
\end{cases} \tag{3.2}
\]

where, \(2 < \alpha \leq 3, \ 0 < \gamma < 1, \ 0 < \eta, \ a_1 \neq 0, \ a_2, b_1, b_2 \in \mathbb{R}\) and \(g_0, g_1, g_2 : [0, 1] \times \mathbb{R} \to \mathbb{R}\) and \(f : [0, 1] \times \mathbb{R}^{n+1} \to \mathbb{R}\) are continuous.

In this way we need the following Lemma.

Lemma 3.1. Assume that \(\alpha > 0\) and \(n = [\alpha] + 1\). Then,

\[
I^\alpha cD^\alpha u(t) = u(t) + l_0 + l_1 t + l_2 t^2 + ... + l_{n-1} t^{n-1},
\]

where \(l_0, l_1, l_2, ..., l_{n-1}\) are some real numbers.

First, we prove the following Lemma.
Lemma 3.2. Let $u \in C(J, \mathbb{R})$ and
\[
R(\eta) = (b_1 + \frac{b_2}{\Gamma(2-\gamma)})(b_1\eta^2 + \frac{b_2\eta^{2-\gamma}}{\Gamma(3-\gamma)}) - (b_1 + \frac{b_2}{\Gamma(3-\gamma)})(b_1\eta + \frac{b_2\eta^{1-\gamma}}{\Gamma(2-\gamma)}) > 0.
\]
Then the problem
\[
cD^\alpha u(t) = y(t)
\]
with boundary values (3.2) has the unique solution
\[
u(t) = \Theta(t) + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}y(s)ds
\]
\[+
\omega_1(t)\left[ \frac{b_1}{\Gamma(\alpha)} \int_0^\eta (\eta-s)^{\alpha-1}y(s)ds + \frac{b_2}{\Gamma(\alpha-\gamma)} \int_0^\eta (\eta-s)^{\alpha-\gamma-1}y(s)ds \right]
\]
\[+
\omega_2(t)\left[ \frac{b_1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1}y(s)ds + \frac{b_2}{\Gamma(\alpha-\gamma)} \int_0^1 (1-s)^{\alpha-\gamma-1}y(s)ds \right]
\]
where
\[
\Theta(t) = \omega_0(t) \int_0^1 g_0(s, x(s))ds - \omega_2(t) \int_0^1 g_1(s, x(s))ds - \omega_1(t) \int_0^1 g_2(s, x(s))ds,
\]
\[
\omega_0(t) = \frac{1}{a_1} + \frac{b_1t}{a_1\Gamma(\eta)} (b_1(\eta^2 - 1) + b_2(\frac{\eta^{2-\gamma}}{\Gamma(3-\gamma)} - \frac{1}{\Gamma(2-\gamma)}) + \frac{b_1t}{\Gamma(\eta)} (b_1(1 - \eta) + b_2(\frac{1}{\Gamma(3-\gamma)} - \frac{\eta^{1-\gamma}}{\Gamma(2-\gamma)})),
\]
\[
\omega_1(t) = \frac{t^2}{R(\eta)} (b_1 + \frac{b_2}{\Gamma(3-\gamma)}) - \frac{t}{R(\eta)} (b_1 + \frac{b_2}{\Gamma(2-\gamma)}),
\]
and
\[
\omega_2(t) = \frac{t}{R(\eta)} (b_1\eta^2 + \frac{b_2\eta^{2-\gamma}}{\Gamma(3-\gamma)}) - \frac{t^2}{R(\eta)} (b_1\eta + \frac{b_2\eta^{1-\gamma}}{\Gamma(2-\gamma)}).
\]

Proof. According to Lemma 3.1, the general solution of (3.3) is
\[
u(t) = \Gamma^\alpha y(t) + l_0 + l_1 t + l_2 t^2,
\]
i.e.,
\[
u(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}y(s)ds + l_0 + l_1 t + l_2 t^2
\]
where $l_0, l_1, l_2$ are real arbitrary constants. Then,
\[
cD^\gamma u(t) = \frac{1}{\Gamma(\alpha-\gamma)} \int_0^t (t-s)^{\alpha-\gamma-1}y(s)ds + \frac{l_0^{(1-\gamma)}}{\Gamma(2-\gamma)} + \frac{l_2^{(2-\gamma)}}{\Gamma(3-\gamma)}.
\]
So we can write,
\[
a_1 u(0) + a_2 (cD^\gamma u(0)) = a_1 l_0 = \int_0^1 g_0(s, u(s))ds,
\]
\[
b_1 u(1) + b_2 (cD^\gamma u(1)) = b_1 l_0 + (b_1 + \frac{b_2}{\Gamma(2-\gamma)}) l_1 + (b_1 + \frac{b_2}{\Gamma(3-\gamma)}) l_2
\]
\[+
\frac{b_1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1}y(s)ds + \frac{b_2}{\Gamma(\alpha-\gamma)} \int_0^1 (1-s)^{\alpha-\gamma-1}y(s)ds = \int_0^1 g_1(s, u(s))ds
\]
and
\[
b_1 u(\eta) + b_2 (cD^\gamma u(\eta)) = b_1 l_0 + (b_1\eta + \frac{b_2\eta^{1-\gamma}}{\Gamma(2-\gamma)}) l_1 + (b_1\eta^2 + \frac{b_2\eta^{2-\gamma}}{\Gamma(3-\gamma)}) l_2
\]
\[+
\frac{b_1}{\Gamma(\alpha)} \int_0^\eta (\eta-s)^{\alpha-1}y(s)ds + \frac{b_2}{\Gamma(\alpha-\gamma)} \int_0^\eta (\eta-s)^{\alpha-\gamma-1}y(s)ds = \int_0^\eta g_2(s, u(s))ds
\]
Assume that $\Lambda(t) := \frac{b_1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} y(s) ds + \frac{b_2}{\Gamma(\alpha-\gamma)} \int_0^t (t-s)^{\alpha-\gamma-1} y(s) ds$. Now by applying (3.4), (3.5) and (3.6) we get

$$
(b_1 + \frac{b_2}{\Gamma(2-\gamma)}) l_1 + (b_1 + \frac{b_2}{\Gamma(3-\gamma)}) l_2 = -\frac{b_1}{\Gamma(\alpha)} \int_0^1 g_1(s, u(s)) ds + \int_0^1 g_1(s, u(s)) ds - \frac{b_1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1} y(s) ds - \frac{b_2}{\Gamma(\alpha-\gamma)} \int_0^1 (1-s)^{\alpha-\gamma-1} y(s) ds
$$

and

$$
(b_1 \eta + \frac{b_2 \eta^{1-\gamma}}{\Gamma(2-\gamma)}) l_1 + (b_1 \eta^2 + \frac{b_2 \eta^{2-\gamma}}{\Gamma(3-\gamma)}) l_2 = -\frac{b_1}{\Gamma(\alpha)} \int_0^1 g_2(s, u(s)) ds + \int_0^1 g_2(s, u(s)) ds - \frac{b_1}{\Gamma(\alpha)} \int_0^1 (\eta-s)^{\alpha-1} y(s) ds - \frac{b_2}{\Gamma(\alpha-\gamma)} \int_0^1 (\eta-s)^{\alpha-\gamma-1} y(s) ds
$$

and

$$
l_1 = \frac{1}{\Gamma(\eta)} \left[ \left( b_1 + \frac{b_2}{\Gamma(2-\gamma)} \right) \left( \int_0^1 g_2(s, u(s)) ds - \frac{b_1}{\Gamma(\alpha)} \int_0^1 g_0(s, u(s)) ds - \Lambda(\eta) \right) - (b_1 \eta^2 + \frac{b_2 \eta^{2-\gamma}}{\Gamma(3-\gamma)}) \left( \int_0^1 g_1(s, u(s)) ds - \frac{b_1}{\Gamma(\alpha)} \int_0^1 g_0(s, u(s)) ds - \Lambda(1) \right) \right]
$$

and

$$
l_2 = -\frac{1}{\Gamma(\eta)} \left[ \left( b_1 + \frac{b_2}{\Gamma(2-\gamma)} \right) \left( \int_0^1 g_2(s, u(s)) ds - \frac{b_1}{\Gamma(\alpha)} \int_0^1 g_0(s, u(s)) ds - \Lambda(\eta) \right) - (b_1 \eta + \frac{b_2 \eta^{1-\gamma}}{\Gamma(2-\gamma)}) \left( \int_0^1 g_1(s, u(s)) ds - \frac{b_1}{\Gamma(\alpha)} \int_0^1 g_0(s, u(s)) ds - \Lambda(1) \right) \right]
$$

and so,

$$
u(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} y(s) ds + \frac{1}{\Gamma(\alpha)} \int_0^1 g_0(s, u(s)) ds + t \int_0^1 \left[ \left( b_1 + \frac{b_2}{\Gamma(2-\gamma)} \right) \left( \int_0^1 g_2(s, u(s)) ds - \frac{b_1}{\Gamma(\alpha)} \int_0^1 g_0(s, u(s)) ds - \Lambda(\eta) \right) - (b_1 \eta^2 + \frac{b_2 \eta^{2-\gamma}}{\Gamma(3-\gamma)}) \left( \int_0^1 g_1(s, u(s)) ds - \frac{b_1}{\Gamma(\alpha)} \int_0^1 g_0(s, u(s)) ds - \Lambda(1) \right) \right]
$$

This completes the proof. □

If in the above Lemma we take $b_1 = 0$ and $a_1 = a_2 = b_2 = 1$ then we have the following Remark.
Remark 3.3. Let \( u \in C(J, \mathbb{R}) \) and \( R(\eta) = \frac{1}{\Gamma(2-\gamma)\Gamma(3-\gamma)}(\eta^2-\eta^{1-\gamma}) > 0 \). Then the problem
\[
cD^\alpha u(t) = y(t)
\]
with boundary values
\[
\begin{align*}
u(0) + cD^\gamma u(0) &= \int_0^1 g_0(s, u(s))ds, \\
cD^\gamma u(1) &= \int_0^1 g_1(s, u(s))ds \\
cD^\gamma u(\eta) &= \int_0^1 g_2(s, u(s))ds
\end{align*}
\]
has the unique solution
\[
u(t) = \Theta(t) + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} y(s)ds \\
+ \omega_1(t) \left[ \frac{1}{\Gamma(\alpha)} \int_0^\eta (\eta-s)^{\alpha-1} y(s)ds \right] \\
+ \omega_2(t) \left[ \frac{1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1} y(s)ds \right]
\]
where
\[
\Theta(t) = \int_0^1 g_0(s, x(s))ds - \omega_2(t) \int_0^1 g_1(s, x(s))ds - \omega_1(t) \int_0^1 g_2(s, x(s))ds
\]
\[
\omega_1(t) = \frac{t^2}{R(\eta)\Gamma(3-\gamma)} - \frac{t}{R(\eta)\Gamma(2-\gamma)}
\]
and
\[
\omega_2(t) = \frac{\eta^2-\gamma\eta}{R(\eta)\Gamma(3-\gamma)} - \frac{\eta^{1-\gamma}t^2}{R(\eta)\Gamma(2-\gamma)}.
\]
Similarly, we have the following Remark,

Remark 3.4. Let \( u \in C(J, \mathbb{R}) \) and \( R(\eta) = \eta^2 - \eta > 0 \). Then the problem
\[
cD^\alpha u(t) = y(t)
\]
with boundary values
\[
\begin{align*}
u(0) &= \int_0^1 g_0(s, u(s))ds, \\
u(1) &= \int_0^1 g_1(s, u(s))ds \\
u(\eta) &= \int_0^1 g_2(s, u(s))ds
\end{align*}
\]
has the unique solution
\[
u(t) = \Theta(t) + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} y(s)ds \\
+ \omega_1(t) \left[ \frac{1}{\Gamma(\alpha)} \int_0^\eta (\eta-s)^{\alpha-1} y(s)ds \right] \\
+ \omega_2(t) \left[ \frac{1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1} y(s)ds \right]
\]
where
\[
\Theta(t) = \omega_0(t) \int_0^1 g_0(s, x(s))ds - \omega_2(t) \int_0^1 g_1(s, x(s))ds - \omega_1(t) \int_0^1 g_2(s, x(s))ds,
\]
\[
\omega_0(t) = 1 + \frac{t}{R(\eta)}(\eta^2 - 1) + \frac{t^2}{R(\eta)} (1-\eta), \quad \omega_1(t) = \frac{t^2}{R(\eta)} - \frac{t}{R(\eta)} \quad \text{and} \quad \omega_2(t) = \frac{\eta^2t^2}{R(\eta)} - \frac{\eta^2}{R(\eta)}.
\]
Assume that $C(I)$ be the space of all continuous real-valued functions on $I = [0, 1]$. Consider the Banach space

$$X = \{u \mid u \in C(I) \text{ and } cD^{\beta_i}u \in C(I), \ 0 < \beta_i < 1, \ i = 1, 2, \ldots n\}$$

endowed with the norm

$$\|u\| = \sup_{t \in I}|u| + \sum_{i=1}^{n} \sup_{t \in I}|cD^{\beta_i}u(t)|.$$

Define the mapping $F : X \to X$ by

$$(Fu)(t) = \Theta(t) + \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} F^{\beta}(s, u)ds + \omega(t) \left[ \int_{0}^{\beta}(\eta - s)^{\alpha-1} F^{\beta}(s, u)ds + \int_{0}^{\gamma}(\eta - s)^{\alpha-1} F^{\beta}(s, u)ds \right]$$

where

$$F^{\beta}(s, u) = f(s, u(s), cD^{\beta_1}u(s), cD^{\beta_2}u(s), \ldots, cD^{\beta_n}u(s)).$$

Put

$$\Omega_1 = \frac{1}{\Gamma(\alpha+1)} + \frac{1}{\Gamma(\eta)} \left[ (b_1 + b_2) + \frac{b_1 \eta}{\Gamma(\alpha+1)} + \frac{b_2 \eta}{\Gamma(\alpha+1+\gamma)} \right]$$

and

$$\Omega_2 = \frac{\Gamma(\alpha+1)}{\alpha \Gamma(\alpha-1)} \sum_{i=1}^{n} \frac{1}{\Gamma(\alpha-\beta_i+2)}$$

$$(\nu_1) \ \nu(0, x) \leq 0 \text{ for all } x \in \mathbb{R}.$$ 

Now, we are ready to state and prove main result of this section.

**Theorem 3.5.** Assume that there exist $\delta \in \mathcal{S}$ and $\nu \in \Delta_\nu$ for all $u, v \in X$ and $t \in [0, 1]$ with $\nu(u(t), v(t)) \leq 0$ and $u \neq v$,

$$|F^{\beta}(t, u) - F^{\beta}(t, v)| \leq \frac{1}{\Omega_1 + \Omega_2} \delta(\|u - v\|) \left( |u(t) - v(t)| \right)$$

$$+ |cD^{\beta_1}u(t) - cD^{\beta_1}v(t)| + |cD^{\beta_2}u(t) - cD^{\beta_2}v(t)| + \ldots + |cD^{\beta_n}u(t) - cD^{\beta_n}v(t)|.$$ 

Also the following conditions hold:

(i) $\nu((Fx)(t), (Fy)(t)) \leq \nu((x)(t), (y)(t))$ for all $x, y \in X$ and $t \in [0, 1]$,

(ii) Let $\{x_n\}$ be an sequence in $X$ such that $\nu(x_n(t), x_{n+1}(t)) \leq 0$ for all $n \in \mathbb{N}$ and $t \in [0, 1]$ with $x_n(t) \to x(t)$ as $n \to \infty$, then $\nu(x_n(t), x(t)) \leq 0$ hold for all $n \in \mathbb{N}$ and $t \in [0, 1].$

Then the problem (3.1) with boundary values (3.2) has a solution.
Proof. We define a binary relation \( \perp \) (in \( X \)) by \( x(t) \perp y(t) \Leftrightarrow \nu(x(t), y(t)) \leq 0 \) for all \( t \in [0, 1] \). Clearly, by putting \( x_0 = 0, (X, \perp) \) is an \( O \)-set. Let \( x \perp y \). So \( \nu(x, y) \leq 0 \). Hence, from (i) we have, \( \nu((Fx)(t), (Fy)(t)) \leq \nu((x)(t), (y)(t)) \leq 0 \). i.e., \((Fx)(t) \perp (Fy)(t)\). That is \( F \) is an \( \perp \)-preserving self-mapping. Let \( \{x_n\} \) be an \( O \)-sequence in \( X \) with \( x_n(t) \rightarrow x(t) \) as \( n \rightarrow \infty \) for all \( t \in [0, 1] \). Then \( \nu(x_n(t), x_{n+1}(t)) \leq 0 \) for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \). Therefore, from (ii), we have \( \nu(x_n(t), x(t)) \leq 0 \) for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \). i.e., \( x_n(t) \perp x(t) \) for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \). Let \( \nu(u(t), v(t)) \leq 0 \) and \( u \neq v \). Then we have,

\[
\|(Fu)(t) - (Fv)(t)\| = \left| \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} (F^\beta(s, u) - F^\beta(s, v)) \, ds \right|
\]

\[
+ \omega_1(t) \left[ b_1 \frac{1}{\Gamma(\alpha)} \int_0^\eta (\eta - s)^{\alpha - 1} (F^\beta(s, u) - F^\beta(s, v)) \, ds \right]
\]

\[
+ \frac{b_2}{\Gamma(\alpha - \gamma)} \int_0^\eta (\eta - s)^{\alpha - \gamma - 1} (F^\beta(s, u) - F^\beta(s, v)) \, ds \right]
\]

\[
+ \omega_2(t) \left[ b_1 \frac{1}{\Gamma(\alpha)} \int_0^1 (1 - s)^{\alpha - 1} (F^\beta(s, u) - F^\beta(s, v)) \, ds \right]
\]

\[
+ \frac{b_2}{\Gamma(\alpha - \gamma)} \int_0^1 (1 - s)^{\alpha - \gamma - 1} (F^\beta(s, u) - F^\beta(s, v)) \, ds \right]
\]

\[
\leq \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} |F^\beta(s, u) - F^\beta(s, v)| \, ds
\]

\[
+ \omega_1(t) \left[ b_1 \frac{1}{\Gamma(\alpha)} \int_0^\eta (\eta - s)^{\alpha - 1} |F^\beta(s, u) - F^\beta(s, v)| \, ds \right]
\]

\[
+ \frac{b_2}{\Gamma(\alpha - \gamma)} \int_0^\eta (\eta - s)^{\alpha - \gamma - 1} |F^\beta(s, u) - F^\beta(s, v)| \, ds \right]
\]

\[
+ \omega_2(t) \left[ b_1 \frac{1}{\Gamma(\alpha)} \int_0^1 (1 - s)^{\alpha - 1} |F^\beta(s, u) - F^\beta(s, v)| \, ds \right]
\]

\[
+ \frac{b_2}{\Gamma(\alpha - \gamma)} \int_0^1 (1 - s)^{\alpha - \gamma - 1} |F^\beta(s, u) - F^\beta(s, v)| \, ds \right]
\]

\[
\leq \frac{1}{\Gamma(\alpha) \Omega_1 + \Omega_2 \delta(\|u - v\|)} \int_0^t (t - s)^{\alpha - 1} \left( |u(s) - v(s)| + |cD^{\beta_1}u(s) - cD^{\beta_1}v(s)| + |cD^{\beta_2}u(s) - cD^{\beta_2}v(s)| + ... \right.
\]

\[
+ |cD^{\beta_n}u(s) - cD^{\beta_n}v(s)| \right) \, ds
\]

\[
+ \omega_1(t) \left[ b_1 \frac{1}{\Gamma(\alpha) \Omega_1 + \Omega_2 \delta(\|u - v\|)} \int_0^\eta (\eta - s)^{\alpha - 1} \left( |u(s) - v(s)| + |cD^{\beta_1}u(s) - cD^{\beta_1}v(s)| + |cD^{\beta_2}u(s) - cD^{\beta_2}v(s)| + ... \right.
\]

\[
+ |cD^{\beta_n}u(s) - cD^{\beta_n}v(s)| \right) \, ds
\]
\[
\begin{align*}
&+ \frac{b_2}{\Gamma(\alpha - \gamma)} \frac{1}{\Omega_1 + \Omega_2} \delta(\|u - v\|) \int_0^\eta (\eta - s)^{\alpha - \gamma - 1} \\
&\left( |u(s) - v(s)| + |cD^{\beta_1}u(s) - cD^{\beta_1}v(s)| + |cD^{\beta_2}u(s) - cD^{\beta_2}v(s)| + \cdots \right) \\
&+ \frac{b_2}{\Gamma(\alpha - \gamma)} \frac{1}{\Omega_1 + \Omega_2} \delta(\|u - v\|) \int_0^1 (1 - s)^{\alpha - \gamma - 1} \\
&\left( |u(s) - v(s)| + |cD^{\beta_1}u(s) - cD^{\beta_1}v(s)| + |cD^{\beta_2}u(s) - cD^{\beta_2}v(s)| + \cdots \right) \\
&+ \frac{b_2}{\Gamma(\alpha - \gamma)} \frac{1}{\Omega_1 + \Omega_2} \delta(\|u - v\|) \int_0^1 (1 - s)^{\alpha - \gamma - 1} \\
&\left( |u(s) - v(s)| + |cD^{\beta_1}u(s) - cD^{\beta_1}v(s)| + |cD^{\beta_2}u(s) - cD^{\beta_2}v(s)| + \cdots \right) \\
&+ \frac{b_2}{\Gamma(\alpha - \gamma)} \frac{1}{\Omega_1 + \Omega_2} \delta(\|u - v\|) \int_0^1 (1 - s)^{\alpha - \gamma - 1} \\
&\left( |u(s) - v(s)| + |cD^{\beta_1}u(s) - cD^{\beta_1}v(s)| + |cD^{\beta_2}u(s) - cD^{\beta_2}v(s)| + \cdots \right) \\
&\leq \frac{\delta(\|u - v\|)\|u - v\|}{\Omega_1 + \Omega_2} \left[ \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} ds \right] \\
&+ \omega_1(t) \left[ \frac{b_1}{\Gamma(\alpha)} \int_0^\eta (\eta - s)^{\alpha - 1} ds + \frac{b_2}{\Gamma(\alpha - \gamma)} \int_0^\eta (\eta - s)^{\alpha - \gamma - 1} ds \right] \\
&+ \omega_2(t) \left[ \frac{b_1}{\Gamma(\alpha)} \int_0^1 (1 - s)^{\alpha - 1} ds + \frac{b_2}{\Gamma(\alpha - \gamma)} \int_0^1 (1 - s)^{\alpha - \gamma - 1} ds \right] \\
&\leq \frac{\delta(\|u - v\|)\|u - v\|}{\Omega_1 + \Omega_2} \left[ \frac{1}{\Gamma(\alpha)} + \frac{b_1}{\Gamma(\alpha)} + \frac{b_2}{\Gamma(\alpha - \gamma)} \right] \\
&+ \omega_1(t) \left[ \frac{b_1}{\Gamma(\alpha)} + \frac{b_2}{\Gamma(\alpha - \gamma)} \right] \\
&= \frac{\delta(\|u - v\|)\|u - v\|}{\Omega_1 + \Omega_2} \left[ \frac{t^\alpha}{\Gamma(\alpha + 1)} + \omega_1(t) \left[ \frac{b_1\eta^\alpha}{\Gamma(\alpha + 1)} + \frac{b_2\eta^{\alpha - \gamma}}{\Gamma(\alpha - \gamma + 1)} \right] \right] \\
&+ \omega_2(t) \left[ \frac{b_1}{\Gamma(\alpha + 1)} + \frac{b_2}{\Gamma(\alpha - \gamma + 1)} \right].
\end{align*}
\]

Since, \(0 \leq t \leq 1\), then \(\omega_1(t) \leq \frac{1}{R(\eta)} (b_1 + \frac{b_2}{(3 - \gamma)})\) and \(\omega_2(t) \leq \frac{1}{R(\eta)} (b_1 \eta^\alpha + \frac{b_2 \eta^{\alpha - \gamma}}{(3 - \gamma)})\). So we get,

\[
\begin{align*}
|(Fu)(t) - (Fv)(t)| &\leq \frac{\delta(\|u - v\|)\|u - v\|}{\Omega_1 + \Omega_2} \left[ \frac{1}{\Gamma(\alpha + 1)} + \frac{1}{R(\eta)} \left( b_1 + \frac{b_2}{(3 - \gamma)} \right) \right] \\
&+ \frac{b_2 \eta^{\alpha - \gamma}}{\Gamma(\alpha - \gamma + 1)} + \frac{1}{R(\eta)} \left( b_1 \eta^\alpha + \frac{b_2 \eta^{\alpha - \gamma}}{(3 - \gamma)} \right) \\
&= \frac{\Omega_1 \delta(\|u - v\|)\|u - v\|}{\Omega_1 + \Omega_2}.
\end{align*}
\]
Also we have,
\[
\left| cD^{\beta_i}(Fu)(t) - cD^{\beta_i}(Fv)(t) \right| \\
= \left| \int_0^t (t-s)^{-\beta_i} \frac{\Gamma(\alpha)}{\Gamma(1-\beta_i)} (Fu)'(s)ds - \int_0^t (t-s)^{-\beta_i} \frac{\Gamma(\alpha)}{\Gamma(1-\beta_i)} (Fv)'(s)ds \right| \\
= \left| \int_0^t (t-s)^{-\beta_i} \left( \Theta'(s) + \frac{1}{\Gamma(\alpha-1)} \int_0^s (s-\tau)^{\alpha-1} F^\beta(\tau, u)d\tau \right) \\
+ \omega'_1(s) \left[ \frac{b_1}{\Gamma(\alpha)} \int_0^\eta (\eta-\tau)^{\alpha-1} F^\beta(\tau, u)d\tau + \frac{b_2}{\Gamma(\alpha-\gamma)} \int_0^\eta (\eta-\tau)^{\alpha-\gamma-1} F^\beta(\tau, u)d\tau \right] \\
+ \omega'_2(s) \left[ \frac{b_1}{\Gamma(\alpha)} \int_0^1 (1-\tau)^{\alpha-1} F^\beta(\tau, v)d\tau + \frac{b_2}{\Gamma(\alpha-\gamma)} \int_0^1 (1-\tau)^{\alpha-\gamma-1} F^\beta(\tau, v)d\tau \right] \right| ds \\
\leq \frac{\delta ||u-v|| ||u-v||}{\Omega_1 + \Omega_2} \left( \frac{1}{\Gamma(1-\beta_i)} \int_0^s (s-\tau)^{\alpha-1}d\tau \right) \\
+ \omega'_1(s) \left[ \frac{b_1}{\Gamma(\alpha)} \int_0^\eta (\eta-\tau)^{\alpha-1} \left( \frac{1}{\Gamma(\alpha-1)} \int_0^s (s-\tau)^{\alpha-1}d\tau \right) \\
+ \omega'_2(s) \left[ \frac{b_1}{\Gamma(\alpha)} \int_0^1 (1-\tau)^{\alpha-1} \left( \frac{1}{\Gamma(\alpha-1)} \int_0^s (s-\tau)^{\alpha-1}d\tau \right) \\
+ \frac{b_2}{\Gamma(\alpha-\gamma)} \int_0^\eta (\eta-\tau)^{\alpha-\gamma-1} F^\beta(\tau, u)d\tau \right] \\
+ \omega'_2(s) \left[ \frac{b_1}{\Gamma(\alpha)} \int_0^1 (1-\tau)^{\alpha-1} F^\beta(\tau, u)d\tau \right] \right| ds \\
= \frac{b_1}{\Gamma(\alpha+1)} \left( \frac{1}{\alpha\Gamma(\alpha-1)} \int_0^s (s-\tau)^{\alpha-\gamma-1}d\tau + \omega'_2(s) \left[ \frac{b_2}{\Gamma(\alpha-\gamma+1)} \right] \right) ds \\
+ \frac{b_2}{\Gamma(\alpha-\gamma+1)} \eta^{\alpha-\gamma} + \omega'_2(s) \left[ \frac{b_1}{\Gamma(\alpha+1)} + \frac{b_2}{\Gamma(\alpha-\gamma+1)} \right] ds
and so

\[ \left| cD^{\beta_i}(Fv)(t) - cD^{\beta_i}(Fv)(t) \right| \]

\[ \leq \frac{\delta(\|u-v\|)\|u-v\|}{\Gamma(1-\beta_i)\Gamma(\alpha-2\beta_i+1)} \left( \frac{b_1}{\Gamma(1-\beta_i)} \left[ \frac{1}{\Gamma(1-\beta_i)} \int_0^t (t-s)^{-\beta_i} s^\alpha ds + \frac{1}{\Gamma(1-\beta_i)} \left[ \frac{b_1}{\Gamma(1-\beta_i)} \eta^\alpha \right] \right] + \frac{b_2}{\Gamma(\alpha-2\beta_i+1)} \left( \frac{2}{R(\eta)} (b_1 + \frac{b_2}{\Gamma(3-\beta_i)} - R(\eta) (b_1 + \frac{b_2}{\Gamma(2-\beta_i)}) \right) \right) \]

\[ + \left( \frac{2}{R(\eta)} (b_1 \eta + \frac{b_2 \eta^{1-\gamma}}{\Gamma(2-\beta_i)}) \right) \int_0^1 (1-s)^{-\beta_i} \]
which implies,
\[ \sum_{i=1}^{n} |cD^{\beta_i}(Fu)(t) - cD^{\beta_i}(Fv)(t)| \leq \frac{\Omega_2 \delta(\|u - v\|)\|u - v\|}{\Omega_1 + \Omega_2}. \]

Therefore,
\[ \|Fu - Fv\| \leq \frac{\Omega_1 \delta(\|u - v\|)\|u - v\| + \Omega_2 \delta(\|u - v\|)\|u - v\|}{\Omega_1 + \Omega_2} = \delta(\|u - v\|)\|u - v\|. \]

Hence all conditions of Corollary 3.6 hold and \( F \) has a fixed point, which is the solution of problem (3.1). \( \square \)

If in Theorem 3.5 we take \( b_1 = 0 \) and \( a_1 = a_2 = b_2 = 1 \) then we deduce the following Corollary.

**Corollary 3.6.** Assume that there exist \( \delta \in \mathcal{S} \) and \( \nu \in \Delta_\nu \) for all \( u, v \in X \) and \( t \in [0, 1] \) with \( \nu(u(t), v(t)) \leq 0 \) and \( u \neq v \),
\[ |F^{\beta}(t, u) - F^{\beta}(t, v)| \leq \frac{1}{\Omega_1 + \Omega_2} \delta(\|u - v\|)(|u(t) - v(t)| + |cD^{\beta_1}u(t) - cD^{\beta_1}v(t)| + |cD^{\beta_2}u(t) - cD^{\beta_2}v(t)| + \ldots + |cD^{\beta_n}u(t) - cD^{\beta_n}v(t)|). \]

Also the following condition hold:

(i) \( \nu((Fx)(t), (Fy)(t)) \leq \nu((x)(t), (y)(t)) \) for all \( x, y \in X \) and \( t \in [0, 1] \),

(ii) Let \( \{x_n\} \) be an sequence in \( X \) such that \( \nu(x_n(t), x_{n+1}(t)) \leq 0 \) for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \) with \( x_n(t) \to x(t) \) as \( n \to \infty \), then \( \nu(x_n(t), x(t)) \leq 0 \) hold for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \).

Then the problem (3.1) with boundary values
\[
\begin{align*}
    u(0) + cD^{\gamma}u(0) &= \int_{0}^{1} g_0(s, u(s))ds, \\
cD^{\gamma}u(1) &= \int_{0}^{1} g_1(s, u(s))ds \\
cD^{\gamma}u(\eta) &= \int_{0}^{1} g_2(s, u(s))ds
\end{align*}
\]
has a solution.

If in Corollary 3.6 we take \( \delta(t) = \frac{1}{1+t^2} (t > 0) \) then we deduce the following Corollary.

**Corollary 3.7.** Assume that there exists \( \nu \in \Delta_\nu \) for all \( u, v \in X \) and \( t \in [0, 1] \) with \( \nu(u(t), v(t)) \leq 0 \) and \( u \neq v \),
\[ |F^{\beta}(t, u) - F^{\beta}(t, v)| \leq \frac{1}{(\Omega_1 + \Omega_2)(1 + \|u - v\|)} (|u(t) - v(t)| + |cD^{\beta_1}u(t) - cD^{\beta_1}v(t)| + |cD^{\beta_2}u(t) - cD^{\beta_2}v(t)| + \ldots + |cD^{\beta_n}u(t) - cD^{\beta_n}v(t)|). \]

Also the following condition hold:

(i) \( \nu((Fx)(t), (Fy)(t)) \leq \nu((x)(t), (y)(t)) \) for all \( x, y \in X \) and \( t \in [0, 1] \),
(ii) Let \( \{ x_n \} \) be an sequence in \( X \) such that \( \nu(x_n(t), x_{n+1}(t)) \leq 0 \) for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \) with \( x_n(t) \to x(t) \) as \( n \to \infty \), then \( \nu(x_n(t), x(t)) \leq 0 \) hold for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \).

Then the problem (3.1) with boundary values
\[
\begin{cases}
  u(0) + cD^\gamma u(0) = \int_0^1 g_0(s, u(s))ds, \\
  cD^\gamma u(1) = \int_0^1 g_1(s, u(s))ds \\
  cD^\gamma u(\eta) = \int_0^1 g_2(s, u(s))ds
\end{cases}
\]
has a solution.

If in Corollary 3.6 we take \( \delta(t) = k \) where \( 0 < k < 1 \) then we deduce the following Corollary.

**Corollary 3.8.** Assume that there exist \( 0 < k < 1 \) and \( \nu \in \Delta_\nu \) for all \( u, v \in X \) and \( t \in [0, 1] \) with \( \nu(u(t), v(t)) \leq 0 \) and \( u \neq v \),
\[
\begin{align*}
  |F^\beta(t, u) - F^\beta(t, v)| &\leq \frac{k}{\Omega_1 + \Omega_2} \left( |u(t) - v(t)| \
  + |cD^{\beta_1} u(t) - cD^{\beta_1} v(t)| + |cD^{\beta_2} u(t) - cD^{\beta_2} v(t)| + \ldots + |cD^{\beta_n} u(t) - cD^{\beta_n} v(t)| \right). 
\end{align*}
\]

Also the following condition hold:

(i) \( \nu((Fx)(t), (Fy)(t)) \leq \nu((x)(t), (y)(t)) \) for all \( x, y \in X \) and \( t \in [0, 1] \),

(ii) Let \( \{ x_n \} \) be an sequence in \( X \) such that \( \nu(x_n(t), x_{n+1}(t)) \leq 0 \) for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \) with \( x_n(t) \to x(t) \) as \( n \to \infty \), then \( \nu(x_n(t), x(t)) \leq 0 \) hold for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \).

Then the problem (3.1) with boundary values
\[
\begin{cases}
  u(0) + cD^\gamma u(0) = \int_0^1 g_0(s, u(s))ds, \\
  cD^\gamma u(1) = \int_0^1 g_1(s, u(s))ds \\
  cD^\gamma u(\eta) = \int_0^1 g_2(s, u(s))ds
\end{cases}
\]
has a solution.

Similarly we can deduce the following Corollaries.

**Corollary 3.9.** Assume that there exist \( \delta \in \mathfrak{S} \) and \( \nu \in \Delta_\nu \) for all \( u, v \in X \) and \( t \in [0, 1] \) with \( \nu(u(t), v(t)) \leq 0 \) and \( u \neq v \),
\[
\begin{align*}
  |F^\beta(t, u) - F^\beta(t, v)| &\leq \frac{1}{\Omega_1 + \Omega_2} \delta(\|u - v\|) \left( |u(t) - v(t)| \
  + |cD^{\beta_1} u(t) - cD^{\beta_1} v(t)| + |cD^{\beta_2} u(t) - cD^{\beta_2} v(t)| + \ldots + |cD^{\beta_n} u(t) - cD^{\beta_n} v(t)| \right). 
\end{align*}
\]

Also the following condition hold:

(i) \( \nu((Fx)(t), (Fy)(t)) \leq \nu((x)(t), (y)(t)) \) for all \( x, y \in X \) and \( t \in [0, 1] \),

(ii) Let \( \{ x_n \} \) be an sequence in \( X \) such that \( \nu(x_n(t), x_{n+1}(t)) \leq 0 \) for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \) with \( x_n(t) \to x(t) \) as \( n \to \infty \), then \( \nu(x_n(t), x(t)) \leq 0 \) hold for all \( n \in \mathbb{N} \) and \( t \in [0, 1] \).
Then the problem (3.1) with boundary values
\[
\begin{align*}
\begin{cases}
u(0) &= \int_0^1 g_0(s,u(s))ds, \\
u(1) &= \int_0^1 g_1(s,u(s))ds \\
u(\eta) &= \int_0^1 g_2(s,u(s))ds
\end{cases}
\end{align*}
\]
has a solution.

**Corollary 3.10.** Assume that there exists \( \nu \in \Delta_\nu \) for all \( u, v \in X \) and \( t \in [0,1] \) with \( \nu(u(t), v(t)) \leq 0 \) and \( u \neq v \),
\[
|F^\beta(t, u) - F^\beta(t, v)| \leq \frac{1}{(\Omega_1 + \Omega_2)(1 + \|u - v\|)} \left( |u(t) - v(t)| + |cD^{\beta_1}u(t) - cD^{\beta_1}v(t)| + |cD^{\beta_2}u(t) - cD^{\beta_2}v(t)| + \ldots + |cD^{\beta_n}u(t) - cD^{\beta_n}v(t)| \right).
\]
Also the following condition hold:
(i) \( \nu((Fx)(t), (Fy)(t)) \leq \nu((x)(t), (y)(t)) \) for all \( x, y \in X \) and \( t \in [0,1] \),
(ii) Let \( \{x_n\} \) be an sequence in \( X \) such that \( \nu(x_n(t), x_{n+1}(t)) \leq 0 \) for all \( n \in \mathbb{N} \) and \( t \in [0,1] \) with \( x_n(t) \to x(t) \) as \( n \to \infty \), then \( \nu(x_n(t), x(t)) \leq 0 \) hold for all \( n \in \mathbb{N} \) and \( t \in [0,1] \).
Then the problem (3.1) with boundary values
\[
\begin{align*}
\begin{cases}
u(0) &= \int_0^1 g_0(s,u(s))ds, \\
u(1) &= \int_0^1 g_1(s,u(s))ds \\
u(\eta) &= \int_0^1 g_2(s,u(s))ds
\end{cases}
\end{align*}
\]
has a solution.

**Corollary 3.11.** Assume that there exist \( 0 < k < 1 \) and \( \nu \in \Delta_\nu \) for all \( u, v \in X \) and \( t \in [0,1] \) with \( \nu(u(t), v(t)) \leq 0 \) and \( u \neq v \),
\[
|F^\beta(t, u) - F^\beta(t, v)| \leq \frac{k}{\Omega_1 + \Omega_2} \left( |u(t) - v(t)| + |cD^{\beta_1}u(t) - cD^{\beta_1}v(t)| + |cD^{\beta_2}u(t) - cD^{\beta_2}v(t)| + \ldots + |cD^{\beta_n}u(t) - cD^{\beta_n}v(t)| \right).
\]
Also the following condition hold:
(i) \( \nu((Fx)(t), (Fy)(t)) \leq \nu((x)(t), (y)(t)) \) for all \( x, y \in X \) and \( t \in [0,1] \),
(ii) Let \( \{x_n\} \) be an sequence in \( X \) such that \( \nu(x_n(t), x_{n+1}(t)) \leq 0 \) for all \( n \in \mathbb{N} \) and \( t \in [0,1] \) with \( x_n(t) \to x(t) \) as \( n \to \infty \), then \( \nu(x_n(t), x(t)) \leq 0 \) hold for all \( n \in \mathbb{N} \) and \( t \in [0,1] \).
Then the problem (3.1) with boundary values
\[
\begin{align*}
\begin{cases}
u(0) &= \int_0^1 g_0(s,u(s))ds, \\
u(1) &= \int_0^1 g_1(s,u(s))ds \\
u(\eta) &= \int_0^1 g_2(s,u(s))ds
\end{cases}
\end{align*}
\]
has a solution.
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