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Abstract

In this paper, we found the estimation of the unknown parameter δ when ϑ is a known parameter
in the Pareto distribution. First, we get the maximum probability estimators(MLEs) for unknown
parameters. We have obtained the Bayes Estimators of unknown parameter δ using Lindley’s ap-
proximation. A Monte Carlo simulation is performed and used a programming language R to compare
the performance of the method used, and the data set was analyzed for illustration purposes.
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1. Introduction

Pareto distribution is a continuous distribution. Refer to Pareto distributions are useful model-
ing and predicting tools in a wide variety of socioeconomic contexts, see in [11] and [13] Rytgaard,
Mette.(1990) the probability density function (pdf), Cumulative distribution function (cdf)and sur-
vival function for any random variable from Pareto with parameters δ and ϑ , respectively are

f(x) =
δϑδ

xδ+1
, δ > 0, ϑ > 0, > x ≥ ϑ (1.1)

F (x) =1− (
ϑ

x
)δ, δ > 0, ϑ > 0, > x ≥ ϑ (1.2)

S(x) =(
ϑ

x
)δ, δ > 0, ϑ > 0, x ≥ ϑ (1.3)
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The unknown parameter δ > 0, and known parameter ϑ = 1. If x < ϑ , the pdf is zero .If x
has pdf (1.1)we write P (δ, ϑ).The probability density function(pdf) and the cumulative distribution
function(cdf) become as follows

f(x) =
δ

xδ+1
, δ > 0, > x ≥ ϑ (1.4)

F (x) =1− 1

(x)δ
, δ > 0, x ≥ ϑ (1.5)

[14] proposed a study about progressive Type-II censored data of the Pareto distribution and [16]their
study was about the combined-unified under hybrid censored samples from pareto distribution,[9]have
studied a new approach under the regression framework is suggested the estimation of unknown
parameters the Pareto distribution based on the progressive Type-II censoring data.In [4] Estimation
of the population mean under right censored observations is studied As well[8] estimation of the
Parameter of the Pareto distribution by used a pivotal quantity ,in [12]have studied about Bayes
Estimators for the Parameter of Pareto Type I Distribution using Generalized Square Error Loss
Function.The Pareto distribution It is used in quality control, scientific, actuarial and many other
kinds of observable phenomena. It was mainly used to describe the distribution of wealth in a society
, It can be used in many other situations.like, it can be used to model the life of an item manufactured
with a certain warranty period and it have many applications in survival analysis, economics, life
testing, finance, telecommunication, reliability analysis, engineering and physics .

2. Maximum likelihood estimation

censored Data is the data that at least has a single one of the observations is incomplete , as in
clinical trials, maybe it will be that only a minimum time of the event can be observed because the
study finishes before the event occurs, or subjects leave the study. That is called right-censoring see
in [15] and [2]describe parameter estimation of Burr distribution for right censored data using Bayes
method . Let Zj reference the time of the event and Cj reference the time of the censoring for unit
j = 1, · · · , n.based on right censoring, the data that is observed contain the pair.

Tj = min(Zj, Cj), Dj = l(Zj ≤ Cj), j = 1, · · · , n (2.1)

we notice here l(.) is the indicator function, therefore Di identifies either Tj is the time of the event
or the time of the censoring. Let Y = (Tj, Dj) : j = 1, · · · , n reference the observable data. For data
y = (tj, dj) observed from a random based on Type I right-censored data generating process,[3] is
give the likelihood function,

Ly(δ) ∝
n∏

j=1

fδ(tj)
dj(1− Fδ(tj))

1−dj

=
n∏

j=1

( δ

(tj)δ+1

)dj( 1

tj

)δ(1−dj)
(2.2)

with corresponding log-likelihood function

l(δ|D) ∝
n∑

j=1

dj(log δ − (δ + 1) log tj + δ

n∑
j=1

(1− dj) log(
1

tj
) (2.3)
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Now, the first partial derivatives of the log-likelihood for δ can be written as

lδ ≡
∂l(δ|D)

∂δ
=
1

δ

n∑
j=1

dj −
n∑

j=1

di log(tj) +
n∑

j=1

(1− dj) log(
1

tj
) (2.4)

To compute the MLEs of the unknown parameter δ , we need to solve normal equation lδ = 0 , where
lδ is given in (2.4) .

1

δ

n∑
j=1

dj −
n∑

j=1

dj log(tj) +
n∑

j=1

(1− dj) log(
1

tj
) = 0 (2.5)

We get

δ̂ =

∑n
j=1 dj∑n

j=1 dj log(tj) +
∑n

j=1(1− dj) log(
1
tj
)

3. Bayesian Estimation Using Lindley’s Approximation

Bayesian estimation is a more workable method than the classical estimation methods, and has
drew attention from many researchers like [17]and [7] were used maximum likelihood and Bayesian
methods to get the estimators of the entropy for a two-parameter of Burr type XII distribution based
on progressive type-II censored data , and [5]have studied Bayesian estimators of Weibull mixture in
intensely censored data setting. Many people use the Bayesian method to estimate parameters and
connected functions for various distributions. In this section, we estimate the unknown parameter
δ of Pareto distribution .If ϑ were known, then a prior distribution for δ , is Gamma distribution .
it is used for its flexibility. [1] studied the Bayesian estimation and prediction for Pareto data . In
specific, we assume throughout this section that δ have independent G(c, d), prior distribution with
c > 0,d > 0 i.e.,

π(δ) ∝ δc−1e−δd

the joint pdf is given by

h(x, δ) =
n∏

i=1

( δ

(ti)δ+1

)di( 1

ti

)δ(1−di)

δc−1e−δd

The marginal pdf of δ is obtain by

h(x) =

∫ ∞

0

h(x, δ)dδ

=

∫ ∞

0

n∏
i=1

( δ

(ti)δ+1

)di( 1

ti

)δ(1−di)

δc−1e−δddδ (3.1)

Theprior distribution combined with the likelihood function is used to derive the posterior distribu-
tion. The posterior PDF is given by

h(δ|x) =h(x, δ)

h(x)
(3.2)

=

∏n
i=1

(
δ

(ti)δ+1

)di(
1
ti

)δ(1−di)

δc−1e−δd

∫∞
0

∏n
i=1

(
δ

(ti)δ+1

)di(
1
ti

)δ(1−di)

δc−1e−δddδ

(3.3)
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Numerical integration procedure can be used to compute, some approximation . One of the most
widely used numerical techniques in Bayseian inference is Lindleys approximation proposed in[10]
and[6]

lδδ ≡
∂2l(δ|D)

∂δ2
= −

∑n
i=1 di
δ2

(3.4)

lδδδ ≡
∂3l(δ|D)

∂δ3
=

2
∑n

i=1 di
δ3

(3.5)

v(δ) =δc−1e−δd

p = log(v(δ))

=(c− 1) log δ − δd

p1 =
∂p

∂δ
=

c− 1

δ
− d

u =δ, u1 = 1, u2 = 0

ξ2 =
(
− ∂3l(δ|D)

∂δ3

)−1

δ̂ =[u+
1

2
(u2 + 2u1p1)ξ

2 +
ξ4

2

∂3l(δ|D)

∂δ3
u1]

=[δ + (
a− 1

δ
− b)ξ2 +

ξ4

2

∂3l(δ|D)

∂δ3
]

3.1. simulation

In this section, we perform a Monte Carlo simulation to compare the estimated performance
obtained In the simulation,we study the following

� Generate u ∼ U(0, 1).

� The failure times T were generated by T = ( 1
1−u1

)1/δ .

� The true values ,δ were taken to be 0.4,and 0.8.

� The sample sizes were taken to be n = 100 and 200.

� The results include percentagesof right -censored observations the estimated bias (Bias)given
by

Bias(δ) =
1

k

k∑
i=1

(δi − δ0)

the sample standard error (SSE)given by

SSE(δ) =

√√√√1

k

k∑
i=1

(δi − δ̄)2

the average of the estimated standard errors (ESE)using observed information matrix the em-
pirical coverage probability(CP).
where δ0 is the true value of δ,δ̄ is the mean of the estimates ofδ and k is the number of repli-
cations.
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n δ Bias SSE ESE CP
100 0.4 -0.055 0.317 0.433 0.956
100 0.8 -0.085 0.391 0.282 0.961
200 0.4 0.043 0.311 0.272 0.952
200 0.8 -0.087 0.215 0.223 0.956

3.2. Conclusion

In this paper, we examine both classical and Bayesian analysis of survival time observations on
right censoring when the lifetime of the items follows a Pareto distribution. The MLEs have been
calculated and they are working well, as we used the Lindley approximation, to calculate the Bayes
estimates we have considered gamma prior on the parameterδ.The results include percentages of
right-censored observations the estimated bias ,the sample standard error (SSE) and the estimated
standard errors (ESE) where as the difference between the true value and the estimated value is very
small, so the results are good.
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