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Abstract

Based on projection pursuit and particle swarm algorithm, a new method of establishing a nonlinear system model
and its algorithm implementation are proposed, and two simulation examples are given. The simulation results show
that the method proposed in this paper is used to establish a nonlinear system model. It has the advantages of high
prediction accuracy and good engineering practicability.
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1 Introduction

Traditional statistical models all adopt a confirmatory data analysis idea of ”Assumption 2 Simulation 2 Predic-
tion”. It is difficult to adapt to the ever-changing objective world, and it is impossible to truly find the inner law of the
data. When it is used for high-dimensional, non-linear, non-linear, It is difficult to get good results when predicting
and modeling normally distributed data.

In response to this shortcoming, since the 1970s, with the development of computer technology, the international
statistical community has developed a projection pursuit technology (Projection Pursuit, referred to as PP) [3].

It adopts a new idea of ”Exploratory Data Analysis” such as ”Examining Data 2 Simulating 2 Prediction”. Its
essence is to find the characteristic projection direction from high-dimensional data to low-dimensional data. Through
several projection directions Understand the distribution and structure of high-dimensional data. Projection pursuit is
an emerging statistical method suitable for the analysis and processing of high-dimensional, nonlinear, and non-normal
problems. Therefore, it has always attracted domestic and foreign statistical experts and signal processing scholars.
The attention of has been successfully applied in many fields [5, 6].

In 1981, Friedman and Stuetzle proposed a multiple smoothing regression technique to realize Projection Pursuit
Regression (PPR) [2], but this method is complicated to calculate, difficult to program, and difficult to promote. In
order to better find the projection Based on projection pursuit and genetic algorithm, this paper proposes a new
method for establishing regression prediction model of nonlinear system. Two simulation examples are used to verify
the effectiveness of the new method.
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2 Principle of Projection Pursuit Regression

Projection pursuit is a new method for analyzing and processing non-normal and non-linear data. Its basic idea
is to use computer technology to project high-dimensional data onto a low-dimensional subspace through a certain
combination, and pass the polarities. Minimize a certain projection index and find a projection that can reflect the
structure or characteristics of the original data to achieve the purpose of research and analysis of high-dimensional
data. The projection pursuit regression model is as follows:

Let y = f(X) and X = (x1, x2, . . . , xp) be one-dimensional and p-dimensional random variables, respectively.
In order to objectively reflect the characteristics of high-dimensional nonlinear data structure, projection pursuit
regression adopts a series of ridge functions. To approximate the regression function, that is:

f (X) ≈
M∑
m

Gm (Zm) =

M∑
m=1

Gm

(
aTmX

)
=

M∑
m

Gm

 p∑
j=1

amjxj

 (2.1)

Among them, Gm (Zm) is them-th ridge function, M is the number of ridge functions; Zm = aTmX is the independent
variable of the ridge function, which is the projection of the p-dimensional random variable X in the direction of am,
and am is the projection Direction. The projection pursuit regression model still uses the least squares method as
the minimization criterion, that is, select the appropriate combination of the parameters amj, Gm and the number of
ridge functions M in formula (2.1), so that the following formula:

L2 = E

y − M∑
m

Gm

 p∑
j=1

amjxj

2

(2.2)

Reach the minimum.
At present, the projection pursuit regression model generally adopts the multiple smooth regression technology pro-
posed by Friedman and Stuetzle [6]. In view of the fact that this method involves a lot of complex mathematical
knowledge and is not easy to program, it limits its application in practical engineering. To this end, this article
intends to Based on projection pursuit and genetic algorithm, a new nonlinear system modeling method is proposed.

3 Non-linear system modeling method based on projection pursuit and genetic algo-
rithm

Suppose the mathematical model of the nonlinear system is:

f (X) =

M∑
m=1

r∑
i=0

Cmihmi

(
aTmX

)
(3.1)

Among them, r is the order of the polynomial, C is the polynomial coefficient, and hm represents the orthogonal
Chebyshev polynomial, which is calculated in a recursive form:

hm0(z) = 1, hm1(z) = z

hmr(z) = 2zhm,r−1(z)− hm,r−2(z), r = 2, 3, . . .
(3.2)

Estimate the parameters in equation (3.1) according to the sample value, determine the regression function f (X),
and perform regression prediction. For the nonlinear system model in equation (3.1), the steps to achieve projection
pursuit regression in this article are as follows:

Step 1: Determine the number of ridge functions M.

Step 2: Select M mutually orthogonal projection directions a1, a2, . . . , aM , and establish a preliminary regression
model

f (X) =

M∑
m=1

r∑
i=1

Cmihmi

(
aTmX

)
(3.3)

Step 3: Group optimization.
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That is, amj (j = 1, 2, . . . , p) andGm (i.e. hmi (i = 0 , 1, . . . , r)) are grouped into one group, m = 1, 2, . . . , M ,
there are M groups. Remove In addition to one group, use the value obtained in step 2 as the initial value for the
other M-1 group, and optimize the remaining group of parameters. After obtaining the result, use the extreme point
of this group of parameters as the initial value, Select another set of parameters to optimize, repeat several times until
the last selected set of parameter values, so that the formula (2.2) no longer decreases. Each optimization uses the
Matlab optimization toolbox to solve the nonlinear least squares function.

Step 4: Parameter processing and output regression model:

f (X) =

M∑
m=1

r∑
i=0

CmiHmi

(
âTmX

)
(3.4)

In step 3, the projection direction obtained by the Least sq function does not meet the constraint condition∑p
j=1 (amj)

2
= 1, for this reason, the ridge function Gm can be processed to convert the orthogonal Chebyshev

polynomial hm into the same order The algebraic polynomial Hm of, and make the projection direction meet the
constraint conditions. Here, the expression of Hmi is:

Hmi (z) = zi i = 0, 1, . . . , r (3.5)

Among the above 4 steps, steps 1, 3, and 4 are not difficult to achieve. The following focuses on the implementation
process of step 2.

3.1 Establishment of Stepwise Regression Model

When establishing a preliminary regression model, constructing a suitable algorithm framework is the key to
solving the problem. In this paper, the p-dimensional data is projected into the orthogonal projection direction, and
the genetic algorithm is used to establish the preliminary regression model.

a) Construct the orthographic projection direction

The establishment of the preliminary regression model is based on M standard orthogonal projection directions.
For this reason, it is necessary to solve the generation method of standard orthogonal projection directions. For any
given p-1 dimensional vector θ = [θ1 , θ2, . . . , θp− 1] T, can generate orthonormal projection directions a1, a2, . . . , ap
in p-dimensional space [7]:

When j = 1, there are

a1 =



cos θ1
sin θ1 cos θ2

sin θ1 sin θ2 cos θ3
· · ·(∏q−1

i=1 sin θi

)
cos θq

· · ·(∏p−2
i=1 sin θi

)
cos θp−1∏p−2

i=1 sin θi

)
sin θp−1


(3.6)

When j = 2, 3, . . . , p− 1, there are

aj =



0
. . .
0

− sin θj−1

cos θj−1 cos θj
cos θj−1 sin θj cos θj+1

. . .

cos θj−1

(∏q−1
i=1 sin θi

)
cos θq

. . .

cos θj−1

(∏p−2
i=j sin θj

)
cos θp−1

cos θj−1

(∏p−2
i=1 sin θi

)
sin θp−1



(3.7)
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When j = p, there are

ap =


0
· · ·
0

− sin θp−1

cos θp−1

 (3.8)

It is not difficult to prove that aj (j = 1, 2, . . . , p) is a pair of orthogonal unit vectors, therefore, they constitute a
set of normal orthogonal projection directions in the p-dimensional space.

b) Use Particle Swarm optimization algorithm to build a preliminary regression model

Choose M orthogonal projection directions to fit the ridge function. In this paper, a real-coded Particle Swarm
optimization algorithm is used to establish a preliminary regression model. The implementation steps are as follows:

Step 1: Determine the population size N (N = 8 k + 1, k ∈ Z+), mutation probability, crossover proba-
bility, and maximum allowable evolutionary algebra T;

Step 2: Randomly generate N p-1 dimensional θ vectors as the initial population (limit the value range
of each component of θ to −π2, π2);

Step 3: Calculate the fitness value of each individual in the group, the method is as follows:

a. Generate p orthogonal projection directions a0j , j = 1, . . . , p according to formula (3.6) to (3.8) for
the individual θ;

b. Calculate the one-dimensional projection value Z0,j = aT0jX(j = 1, . . . , p)
c. From the p orthogonal projection directions, select M projection directions to make the regression

model

f(X) =

M∑
m

Gm

(
aTmX

)
=

M∑
m=1

r∑
i=0

Cmihmi

(
aTmX

)
The fitting residual of is the smallest. Among them, am (m = 1 , 2, . . . , M) are the M projection
directions selected from a0j(j = 1, . . . , p), and the ridge function Gm uses the orthogonal contract Bishev
polynomial fitting;

d. Calculate the fitted value ŷ according to the regression model;
e. Calculate the objective function: Q = 1

n

∑n
i=1 (yi − ŷi)

2

f. Define the fitness value function of the individual as

f (Q) =
1

Q∓ 0 · 001
And calculate the fitness value of each individual in the group.

Step 4: Save the best individual Pbest and Gbest ; and use the following equations :

V = &w⋆V + c∗1 rand ⋆(Pbest − Xt−1)
& + c∗2 rand ⋆ (Gbest −Xt−1 ) (11)

& Xt = Xt−1 + V
(3.9)

Step 5: According to the fitness value of the individual, eliminate N−1
4 worst individuals in the group,

and randomly rearrange the remaining 3(N−1)
4 individuals in the group;

Step 6: Perform a crossover operation on 3(N−1)
4 individuals randomly rearranged, and then perform a

mutation operation according to the mutation probability;

Step 7: Perform N−1
4 on the optimal individual PB according to the mutation strategy Sub-mutation,

resulting in N-14 new individuals;

Step 8: Combine the optimal individual PB, the 3(N−1)
4 individuals produced in step 6 and the N−1

4
individuals produced in step 7 together to form a new generation group;

Step 9: Check whether the current population meets the algorithm termination condition? If not, go to
step 3; if it is satisfied, output the regression model and end the algorithm.
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4 Experimental Results

According to the above algorithm steps, this article uses Matlab language to compile the corresponding modeling
program, and test the performance of the algorithm. In order to verify that the algorithm proposed in this article can
better solve the modeling problem of nonlinear system, the following two Experiment .

Experiment 1.

Establish a river water pollution prediction model for a certain section of the Luo River, and the prediction index y
is the BOD concentration. There are 7 factors related to y, namely x1, x2, . . . , x7. Table 1 shows 15 sets of monitoring
data, which are quoted from literature [6].

It can be seen from Table 1 that there is a high-dimensional nonlinearity between the factor monitoring data and
the BOD monitoring data y. To this end, the algorithm proposed in this paper is used to establish a 7-factor regression
prediction model, and the first 12 samples are used to estimate the projection in the projection pursuit regression
equation for the direction and polynomial coefficients, the latter 3 samples are reserved for prediction testing. The
number of ridge functions is 5, the order of the polynomial is 3, and the regression prediction equation established by
the method proposed in this article is:

y =

5∑
m=1

3∑
i=0

CmiHmi

 7∑
j=1

âmjxj

 (4.1)

in ,

{
Cmi}

}
5×4

=

[
522.2351 −1082.4769 691.0824 −139.5877
11.1254 105.6509 293.4419 173.5632
0.9010 0.7836 −0.8189 −0.65765
−1.9148 49.5533 −363.0012 797.8190

]
{âmj}5×7 =

[ 0.0126 0.0356 0.0159 0.0818 0.6165 0.0157 0.6618
0.0383 −0.0301 −0.0172 −0.0219 0.2917 −0.0812 −0.9304
−0.0678 0.5422 −0.0223 0.1209 −0.32214 −0.0312 0.7197
−0.02234 −0.0392 0.0013 −0.0150 −0.1097 −0.0139 0.8833
0.0042 0.0321 0.0114 −0.0139 −0.0295 −0.0215 0.8845

]

Table 1: Measured values of pollution concentration and related factors of Tigris River

x1 x2 x3 x4 x5 x6 x7 y

1 6.96154 -0.17614 27.01209 6.764651 1.140846 4.843784 0.116294 9.448842

2 6.167901 -2.1514 27.58627 4.798907 1.176498 1.93634 0.129707 12.354

3 2.238891 -3.01533 26.04843 4.784265 1.184031 4.126044 0.14782 15.67069

4 5.020052 -0.66336 26.08449 8.62352 1.161703 3.723441 0.075523 5.979949

5 7.976544 -2.25165 26.02094 8.588187 1.140598 3.72844 0.153221 6.368785

6 2.441257 -1.5874 15.05523 1.54386 1.094793 4.365894 0.159903 4.041452

7 1.958995 -1.28391 15.86299 1.559516 1.568207 4.358556 0.18941 3.806484

8 1.072768 -2.04702 17.1032 1.539912 1.390571 4.331338 0.138788 4.056396

9 1.267952 -1.83092 17.56147 1.54358 1.394204 4.29776 0.148603 4.06182

10 0.980135 -0.17177 17.03624 3.674518 1.006646 2.059859 0.109424 2.790022

11 1.602784 -0.0131 17.00495 3.642393 1.052096 2.033393 0.121711 1.847812

12 2.829809 -1.11186 13.54896 3.319036 1.047371 1.143089 0.170281 2.595963

13 2.190085 -1.20717 13.51925 3.3553 0.995208 1.233914 0.137083 2.72567

14 2.377466 -0.54199 14.51231 3.737393 0.95312 0.600131 0.193849 1.692189

15 2.044518 -0.5983 14.52055 3.677029 0.932866 0.599553 0.115816 2.393585

In this simulation example, the fit test of the first 12 samples and the prediction test effect of the last three reserved
samples are shown in the 5th and 6th columns in Table 2. For the convenience of comparison, the 3rd and 4th columns
in Table 2 The column lists the fitting and prediction test effects of the projection pursuit regression model (PPR
model) given in the literature [6]. The results listed in Table 2 show that the fitting effect of the model built in this
paper is better than that of the PPR in the literature [6] The fitting effect of the model is slightly worse, but the
prediction effect is better than the PPR model in [6]. Generally speaking, the effects of the two models are relatively
ideal.
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Experiment 2

The problem of positioning controller modeling encountered by the author in scientific research can be attributed
to the establishment of a regression prediction model for a high-dimensional nonlinear system. In order to establish
a positioning controller model, the modeling data set X ∈ R250×13 is now given, y ∈ R250×1, check the data
set X̂ ∈ R500×13,ŷ ∈ R500×1, verify the positioning accuracy of the positioning controller after modeling with the
algorithm in this paper. Take the ridge function The number is 4, and the order of the polynomial is 3. The obtained
4 projection pursuit directions are shown in Table 3. The established regression prediction equation is:

y =

4∑
m=1

3∑
i=0

CmiHmi

 13∑
j=1

âmjxj


In,

{
Cmi}

}
4×4

=


−0.1666 11.7745 −191.0544 578.2155
35.2819 −171.0736 313.2918 −179.8302
−0.4015 −32.6591 −755.8110 −5052.8766
4.1917 −151.5139 2033.2851 −6826.9186


Table 2: Comparison of the effect of fitting and prediction test

Sample number y
The PPR model built in [7] Paper model

yppr Relative error( %) ŷ Relative error( %)

1 9.367567 9.441494 0.006205 9.398631 -0.24624

2 12.32089 12.29715 -0.07018 12.33203 0.310787

3 15.69052 15.63625 0.104635 15.59684 0.024125

4 5.947539 5.891375 0.150543 6.031792 1.460481

5 6.386847 6.408172 0.476143 6.405347 0.092789

6 4.091213 3.973328 -0.63689 4.08661 0.914954

7 3.770401 3.900719 1.408989 3.855971 0.658523

8 4.054555 4.015666 -0.29191 4.118725 1.809048

9 4.053627 4.010337 0.577724 3.897138 -3.9701

10 2.836186 2.726737 -2.90949 2.731798 -2.69657

11 1.848419 1.942606 0.953377 1.971253 3.935133

12 2.619721 2.572167 0.110915 2.637667 0.887289

13 2.749994 2.825539 0.282581 2.753652 -0.22115

14 1.653412 1.963209 17.73381 1.872159 13.83984

15 2.38126 1.981735 -17.2706 2.149018 -12.1357

Table 3: Projection pursuit direction

Projection direction Forecast factor
x1 x2 x3 x4 x5 x6 x7

â1 0.00739 0.015133 0.000594 389.9391 3507.004 0.471488 -0.08701
â2 0.00506 0.023796 0.022958 0.025202 0.097956 -0.22578 0.27172
â3 0.002829 -0.00498 2.72E-05 0.084624 -0.00657 0.040165 0.374983
â4 0.000372 -0.0156 0.040764 0.051778 -0.03119 0.066543 0.128062

Projection direction Forecast factor
x1 x2 x3 x4 x5 x6 x7

â1 0.628975 -0.08287 -0.47298 0.044378 -0.07422 0.09144 -
â2 0.065464 0.112032 -0.17963 -0.37097 0.741204 0.366241 -
â3 -0.13492 -0.50864 0.101338 0.542762 -0.46922 0.215324 -
â4 0.50231 0.384544 0.131667 -0.31018 -0.01053 0.689628 -

The test results of the regression prediction model of the positioning controller established in Example 2 are as
follows:
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(1) The fitting residual of the modeling data set is shown in Figure 1, and the residual standard deviation σs = 0.029;

(2) The test residual of the test data set is shown in Figure 2. The residual standard deviation is σt = 0.0391.
In engineering practice, the requirement for the positioning accuracy of the positioning controller is the residual
standard deviation σ < 0.068, which can be seen in this paper. The method establishes the regression prediction
model of the positioning controller to meet the accuracy requirements.

Figure 1: Modeling data set fitting residual Figure 2: Test residuals of the test data set

5 Conclusion

Based on projection pursuit and particle swarm optimization algorithm, this paper proposes a new algorithm
for establishing regression model of nonlinear system. This algorithm has the advantages of simplicity and ease
of programming. Simulation examples show that the algorithm in the article can effectively solve the modeling of
high-dimensional nonlinear systems. Problems, showing good prospects for engineering applications.
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