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#### Abstract

In this paper, we propose a numerical scheme by using Least Squares Support Vector Regression (LS-SVR) for the simulation of the inverse Stefan problem, which has ill-posedness issues. The purpose of this paper is to express the temperature distribution in a homogeneous environment with a phase change. In the proposed machine learning approach, we apply the unconditionally stable Crank-Nicolson method to decrease the computational cost and reduce one of the dimensions. Therefore, we solve an ODE equation at each time step. The training points of the network are chosen as the Chebyshev roots, which have a normal distribution, and our constructed roots, which we describe more precisely later. In the proposed method, the regularization parameter of the SVM aims to overcome the instability issues, leading to convergent approximation. For the given method, both the primal and dual forms are investigated. The dual form of the problem is written in matrix form. Finally, some numerical examples are provided to illustrate the effectiveness and accuracy of the proposed method.
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## 1 Introduction

In the inverse problems, unlike the direct problems, the aim is to seek the inputs of the model. Two different inverse problems are encountered in modeling engineering problems, the input estimation problems which have the output and properties of the model and the input will be obtained, and properties estimation problems which have the output and input and the properties of the problem will be achieved [12, 5]. Inverse problems have vast applications in various fields such as imaging [8, [17], electrodynamic and elasticity [13], optics [25], damage identification [31], medical imaging [18, machine learning [1], modeling brain tumor treatment [6, and the like.
There are various Stefan inverse problems, in which the initial conditions, the boundary conditions or free boundaries, should be determined [9]. This paper is concerned with a one-dimensional one-phase inverse Stefan problem.
There are some numerical methods for inverse Stefan problem, including the meshless methods [26, 27, Galerkin method [10], collocation method [29] and the other methods such as perturbation method [24], hybrid of finite element

[^0]method and artificial bee colony algorithm [19], and dynamic programming [36].
Neural network methods are commonly used for differential equations like SVM and LS-SVM methods 20, 21]. Also, new approaches to solve inverse problems are neural network methods 3, 11, 2].
In this paper, we develop a numerical method for the inverse Stefan problem based on the LS-SVR model. The problem is solved in both primal and dual form. The novelty of the proposed method is to solve the one-phase inverse Stefan problem by applying the LS-SVR method with the orthogonal kernel, resulting in sparse systems. The numerical results show that the method has suitable convergence.

The rest of the paper is organized as follows: Section 3 is devoted to SVM for both classification and regression and also SVM's kernels. Section 4 is assigned to Chebyshev polynomials. Section 5 discusses our proposed method, which we solve the problem in primal and dual form. Next, we show the numerical results of our approach in Section 6. Finally, some concluding remarks are given in Conclusion.

## 2 Preliminaries

## 3 SVM for classification and regression

Machine learning algorithms are a subset of artificial intelligence that provides the appropriate output according to the task it receives as input. Typical machine learning systems are based on extracting features and classifying them. However, in deep learning procedures, the feature extraction part is eliminated, and the learning is done entirely in the network itself, i.e., end-to-end learning. One of the supervised learning methods is the support vector machines, a particular type of which is the least squares support vector machines (LS-SVM).
As aforementioned, the support vector machines are one of the supervised learning methods, which are used for classification and regression. That is, the support vector machines are a boundary sorting method that gives us the best classification and separation of data by benchmarking the support vectors. Support vectors are a set of points in the n-dimensional space of the data, based on which data is sorted and categorized, and by moving one of them, the output of the categorization may change. In 2D space, the support vectors will form a line in the 3D space form a page, and the n-dimensional space form a hyperplane. In the support vector machines, only support vectors are based on machine learning and model building, and this algorithm is not sensitive to other data points. Also, its purpose is to find the best boundary between the data as far as possible from all categories.

### 3.1 SVM-Classification

given training set $\left(x_{i}, y_{i}\right), i=1, \ldots, N$ where $x_{i}$ is training input in $\mathbb{R}^{n}$, and $y_{i}$ is the desired output in $\mathbb{R}$. In the context of separable SVM classification, our goal is to separate two classes with a line in 2D space to have a maximum margin so that their support vectors create the widest distance. Their separator line is equal to $w^{T} x+b=0$. In general, the hyperplane is $w^{T} x+b=f(x)$, where $w \in R^{d}$ and $b$ is also a real number so the linear classifier is as follows [32, 33 ]

$$
\begin{equation*}
y(x)=\operatorname{sign}\left[w^{T} x+b\right] \tag{3.1}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
y_{k}\left[w^{T} x+b\right] \geq 1, \quad k=1 \ldots N \tag{3.2}
\end{equation*}
$$

where $y_{k} \in\{-1,1\}$ is class labels.
The above problem can be modeled as a quadratic minimization problem with linear constraints, as shown below

$$
\begin{array}{ll}
\underset{w}{\operatorname{minimize}} & \frac{1}{2} w^{T} w  \tag{3.3}\\
\text { subject to } & y_{k} f\left(x_{k}\right) \geq 1
\end{array}
$$

Now by applying the Lagrange multiplier, the problem is as follows

$$
\begin{array}{ll}
\max _{\alpha_{k}} \min _{w, b} & \frac{1}{2} w^{T} w-\sum_{k=1}^{N} \alpha_{k}\left(y_{k}\left[w^{T} x+b\right]-1\right)  \tag{3.4}\\
\text { subject to } & y_{k} f\left(x_{k}\right) \geq 1
\end{array}
$$

This is equivalent to solving the following linear system

$$
\begin{array}{r}
w=\sum_{k=1}^{N} \alpha_{k} y_{k} x_{k}, \\
\sum_{k=1}^{N} \alpha_{k} y_{k}=0 . \tag{3.6}
\end{array}
$$

which the following equation will be obtained

$$
\begin{equation*}
y(x)=\left[\sum_{k=1}^{N} \alpha_{k} y_{k} x_{k}^{T} x_{k}+b\right] . \tag{3.7}
\end{equation*}
$$

By obtaining the unknowns, $w, b$, and $\alpha_{k}$, this optimization problem is solved, and the optimized hyperplane for data classification will be obtained.
The LS-SVM method is a set of supervised learning methods, which is the least squares of SVM methods. The least squares support vector machines for data classification were first proposed by Suykens and Vandewalle [32]. It is also used for data regression and has wide applications, including reliability engineering [7], thermal processing system [16], prediction of gas consumption [34], to name but a few.
The purpose of this method is to minimize the following statement

$$
\begin{equation*}
\min J_{2}(w, b, e)=\frac{\mu}{2} w^{T} w+\frac{\gamma}{2} \sum_{i=1}^{N} e_{i}^{2} \tag{3.8}
\end{equation*}
$$

subject to

$$
\begin{equation*}
y_{i}\left[w^{T} \phi\left(x_{i}\right)+b\right]=1-e_{i}, \quad i=1, . ., N . \tag{3.9}
\end{equation*}
$$

### 3.2 SVM-Regression

For a dataset $\left(x_{i}, y_{i}\right), i=1, \ldots, N$, where the training points $x_{i}$ and output points $y_{i}$ are in $\mathbb{R}$, in 2 D space linear regression, the goal is to predict the $y(x)=w^{T} x+b$ model to minimize the loss function in some sense, which is the sum of squared error, that we use the kernel trick. That is, instead of x , replace $\phi(x)$, since $\phi(x)$ s are our orthogonal kernels. The choice of these kernels is optional, which we will discuss in the next section. So the predicted model will be $y(x)=w^{T} \phi(x)+b$.
There are several methods to solve the regression problem, which is here solved by the LS-SVR method. The primal form of LS-SVR is as follows, derived from the Lagrange multiplier [20, 32]

$$
\begin{array}{ll}
\underset{w, b, e}{\operatorname{minimize}} & \frac{1}{2} w^{T} w+\frac{\gamma}{2} e^{T} e  \tag{3.10}\\
\text { subject to } & y_{i}=w^{T} \phi\left(x_{i}\right)+b+e_{i}, i=1, \ldots, N
\end{array}
$$

where $y \in R^{+}, b \in R$ and $w \in R^{h} . \phi():. R \rightarrow R^{h}$, which is our feature map and $h$ is the feature space dimension. The dual form of LS-SVR is as follows [20]

$$
\left[\begin{array}{c|c}
\boldsymbol{\Omega}+I_{N} / \gamma & \mathbf{1}_{\boldsymbol{N}}  \tag{3.11}\\
\hline \mathbf{1}_{\boldsymbol{N}}{ }^{T} & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\alpha} \\
\hline b
\end{array}\right]=\left[\begin{array}{c}
\mathbf{y} \\
\hline 0
\end{array}\right]
$$

which $\boldsymbol{\Omega}_{i, j}=k\left(x_{i}, x_{j}\right)=\phi\left(x_{i}\right)^{T} \phi\left(x_{j}\right)$ is the $i j$-th element of the positive definite kernel matrix, $\boldsymbol{\alpha}=\left[\alpha_{1}, \ldots, \alpha_{N}\right]^{T}$, $\mathbf{y}=\left[y_{1}, \ldots, y_{N}\right]^{T}, \mathbf{1}_{N}$ is a column vector of 1 s and $I_{N}$ is an identity $N \times N$ matrix.
The above linear system gives the following equation

$$
\begin{equation*}
y(x)=\sum_{i=1}^{N} \alpha_{i} k\left(x, x_{i}\right)+b . \tag{3.12}
\end{equation*}
$$

### 3.3 Kernel

Kernel functions are introduced in support vector machines as a tool to describe the nonlinear classification and regression using the linear case. These kernels can be written in terms of basic orthogonal functions such as Chebyshev, Legendre, and Laguerre polynomials. The advantages of these orthogonal kernels are their sparse matrices, so their derivation will be convenient and fast. Furthermore, due to the sparsity, our approach propels to the well-conditioned system. plus, because of the orthogonality of Chebyshev polynomials, data in feature space have the least duplication (22).

In this paper, we make use of Chebyshev kernels in presenting a least squares SVR collocation, as described in Section 5. to solve the inverse Stefan problem.

Kernel functions are defined as [22]

$$
\begin{equation*}
k(\mathbf{x}, \mathbf{z})=\langle\phi(\mathbf{x}), \phi(\mathbf{z})\rangle, \tag{3.13}
\end{equation*}
$$

where $\phi($.$) is transformation function.$
Different kernels have been introduced and used to solve mathematical and physics problems in literature. The most common kernels are expressed as follows [22, 14]

$$
\begin{equation*}
k(\mathbf{x}, \mathbf{z})=\exp \left(-\frac{\|\mathbf{x}-\mathbf{z}\|^{2}}{2 \sigma^{2}}\right) \tag{3.14}
\end{equation*}
$$

which is Gaussian kernel function and $\sigma$ is kernel parameter. It is also known as RBF kernel, which has also used in the numerical solution of differential equations [20, 21].

$$
\begin{equation*}
k(\mathbf{x}, \mathbf{z})=\left(\frac{\langle\mathbf{x}, \mathbf{z}\rangle+1}{\beta}\right)^{n} \tag{3.15}
\end{equation*}
$$

which is Polynomial kernel function, $n$ and $\beta$ are kernel parameter, and the scaling parameter, respectively. Also, the Wavelet kernel function is as follows

$$
\begin{equation*}
k(\mathbf{x}, \mathbf{z})=\prod_{j=1}^{N}\left(\cos \left(1.75 \frac{x_{j}-z_{j}}{a}\right) \exp \left(-\frac{\left\|x_{j}-z_{j}\right\|^{2}}{2 a^{2}}\right)\right) \tag{3.16}
\end{equation*}
$$

In this paper, we employed the orthogonal Chebyshev kernel in our method; therefore, we will describe Chebyshev kernels here. Ye et al. proposed the Chebyshev kernel for inputs $(x, z)$ as follows [22, 23]

$$
\begin{equation*}
k(x, z)=\frac{\sum_{i=0}^{n} T_{i}(x) T_{i}(z)}{\sqrt{1-x z}} \tag{3.17}
\end{equation*}
$$

where $T_{i}(x)$ is the $i$-th degree Chebyshev polynomial of the first kind, and $\sqrt{1-x z}$ is the weight function $w(x, z)$, furthermore by applying the equation above for dataset $\left(x_{j}, z_{j}\right), j=1, \ldots, M$ including vector $\mathbf{x}$ and $\mathbf{z}$, it turns into

$$
\begin{equation*}
k(\mathbf{x}, \mathbf{z})=\prod_{j=1}^{M} \frac{\sum_{i=0}^{n} T_{i}\left(x_{j}\right) T_{i}\left(z_{j}\right)}{\sqrt{1-x_{j} z_{j}}} \tag{3.18}
\end{equation*}
$$

Ozer and Chen afterward proposed the generalized Chebyshev kernels, which are defined as follows 22, 23,

$$
\begin{equation*}
k(\mathbf{x}, \mathbf{z})=\frac{\sum_{i=0}^{n} T_{i}(\mathbf{x}) T_{i}^{T}(\mathbf{z})}{\sqrt{d-\langle\mathbf{x}, \mathbf{z}\rangle}}, \quad k(\mathbf{x}, \mathbf{z})=\frac{\sum_{i=0}^{n} T_{i}(\mathbf{x}) T_{i}^{T}(\mathbf{z})}{\exp \left(-\gamma\|\mathbf{x}-\mathbf{z}\|^{2}\right)} . \tag{3.19}
\end{equation*}
$$

There are also orthogonal Chebyshev kernels as the first-order, the second-order, and the like. See 35 for proof of the Chebyshev polynomial kernels construction.

## 4 Chebyshev polynomials

Chebyshev polynomials are considered as one of the specific cases in Jacobi polynomials $\boldsymbol{J}_{n}^{\alpha, \beta}$ which are defined as the eigenfunctions of the Sturm-Liouville equation 30]

$$
\begin{equation*}
-(1-x)^{-\alpha}(1+x)^{-\beta} \frac{d}{d x}\left((1-x)^{\alpha+1}(1+x)^{\beta+1} \frac{d}{d x} u(x)\right)=\left(x^{2}-1\right) \frac{d^{2}}{d x^{2}} u(x)+(\alpha-\beta+(\alpha+\beta+2) x) \frac{d}{d x} u(x) \tag{4.1}
\end{equation*}
$$

which $\alpha, \beta>-1$. So the Chebyshev polynomials of the first kind $\left\{\boldsymbol{J}_{n}^{\frac{-1}{2}, \frac{-1}{2}}\right\}$ are eigenfunctions of the Sturm-Liouville equation

$$
\begin{equation*}
\sqrt{1-x^{2}} \frac{d}{d x}\left(\sqrt{1-x^{2}} \frac{d}{d x} T_{n}(x)\right)+\lambda_{n} T_{n}(x)=0 \tag{4.2}
\end{equation*}
$$

where $\lambda_{n}=n^{2}$. The Equation $\sqrt{4.2}$ is equivalent to the below equation

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2}}{d x^{2}} T_{n}(x)-x \frac{d}{d x} T_{n}(x)+n^{2} T_{n}(x)=0 \tag{4.3}
\end{equation*}
$$

Chebyshev polynomials of the first kind of degree $n$ for $x$ values, which are in the interval $[-1,1]$, are defined as follows [22, 30

$$
\begin{equation*}
T_{n}(x)=\cos (n \theta)=\cos (n \arccos x), \quad x=\cos \theta, \quad n \geq 0 \tag{4.4}
\end{equation*}
$$

which is the explicit form of the equation. However, it is computationally expensive. Therefore, for Chebyshev polynomials, the following recursive equation holds

$$
\begin{align*}
& T_{0}(x)=1  \tag{4.5}\\
& T_{1}(x)=x  \tag{4.6}\\
& T_{n}(x)=2 x T_{n-1}(x)-T_{n-2}(x), \quad n \geq 1 . \tag{4.7}
\end{align*}
$$

The orthogonality equation of the first kind Chebyshev polynomials is as follows

$$
\begin{equation*}
\int_{-1}^{1} T_{n}(x) T_{m}(x) w(x) d x=\frac{c_{n} \pi}{2} \delta_{m n} \tag{4.8}
\end{equation*}
$$

where $w(x)=\frac{1}{\sqrt{1-x^{2}}}$ is matched to the weight function, $\delta_{m n}$ is the Kronecker delta function and $n \geq 1, c_{n}=1, c_{0}=2$. So the above equation under some cases on $m$ and $n$ turns into

$$
\int_{-1}^{1} T_{n}(x) T_{m}(x) \frac{1}{\sqrt{1-x^{2}}} d x= \begin{cases}0 & n \neq m  \tag{4.9}\\ \frac{\pi}{2} & n=m \neq 0 \\ \pi & n=m=0\end{cases}
$$

The first derivative of the Chebyshev polynomials of the first kind is also orthogonal in regard to the weight function $\sqrt{1-x^{2}}$.
Chebyshev polynomials also are written by Rodrigues' formula in the following form [4]

$$
\begin{equation*}
T_{n}(x)=\frac{(-1)^{n} 2^{n} n!}{(2 n)!}\left(1-x^{2}\right)^{\frac{1}{2}} \frac{d^{n}}{d x^{n}}\left(1-x^{2}\right)^{n-\frac{1}{2}} \tag{4.10}
\end{equation*}
$$

Due to every orthogonal polynomial has $n$ real roots within the interval $(a, b)$, Chebyshev polynomials also have $n$ real roots in the range $(-1,1)$.
Chebyshev polynomials of the first kind of degree $n \geq 1$ within the interval $[-1,1]$ have $n$ zero according to the following term

$$
\begin{equation*}
x_{k}=\cos \left(\frac{(2 k-1) \pi}{2 n}\right), \quad k=1,2, \ldots, n \tag{4.11}
\end{equation*}
$$

## 5 Collocation least squares support vector regression for inverse Stefan problem

In this section, we present an LS-SVR method for solving the inverse Stefan problem with the primal and dual form.

### 5.1 Primal form

By considering the one dimensional and one-phase heat equation, the problem's physical domain is as follows

$$
\begin{equation*}
\Gamma=\{(x, t) \in \mathbb{R} \mid 0<x<s(t), 0<t<T\}, T>0 \tag{5.1}
\end{equation*}
$$

where $T$ is a desired final positive time, and $s(t)$ represents a smooth function for the boundary $[0, T]$. The initial and boundary conditions and the properties of the heat-conducting body have been given 9. In this paper, we investigate the inverse one-phase Stephen problem. So we considered the one-phase heat equation below [15]

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}=\frac{\partial^{2} u(x, t)}{\partial x^{2}}, \quad(x, t) \in \Gamma \tag{5.2}
\end{equation*}
$$

the boundary conditions are given as follows

$$
\begin{equation*}
u(s(t), t)=A(t), \quad t \in[0, T] \tag{5.3}
\end{equation*}
$$

$$
\begin{equation*}
\left.\frac{\partial u(x, t)}{\partial x}\right|_{x=s(t)}=B(t), \quad t \in[0, T] \tag{5.4}
\end{equation*}
$$

$$
\begin{equation*}
u(0, t)=h_{1}(t), \quad t \in[0, T] \tag{5.5}
\end{equation*}
$$

$$
\begin{equation*}
\left.\frac{\partial u(x, t)}{\partial x}\right|_{x=0}=h_{2}(t), \quad t \in[0, T], \tag{5.6}
\end{equation*}
$$

$$
\begin{equation*}
\int_{[0, s(t)]} u(x, t) d x=h_{3}(t) \tag{5.7}
\end{equation*}
$$

along with the initial condition

$$
\begin{equation*}
u(x, 0)=f(x), \quad x \in[0, s(0)] \tag{5.8}
\end{equation*}
$$

Equations from (5.2) to (5.6) with the initial condition and also equations from (5.2) to (5.5) along with Equation (5.7) and the initial state are known as the inverse Stefan problem.

Consider the main Equation (5.2). We apply the Landau's transformation in order to make the boundary condition $s(t)$ as a constant function [28]

$$
\begin{equation*}
y=\frac{x}{s(t)}, \quad y \in[0,1] \tag{5.9}
\end{equation*}
$$

therefore we will have

$$
\begin{equation*}
u(x, t)=u(s(t) \cdot y, t) \tag{5.10}
\end{equation*}
$$

Now the above equation is a function in terms of $y$

$$
\begin{equation*}
u(x, t)=V(y, t), \quad y \in[0,1] \tag{5.11}
\end{equation*}
$$

So by applying the Landau's transformation, the Equation 5.2) turns into

$$
\begin{equation*}
\frac{\partial^{2} V(y, t)}{\partial y^{2}}-s(t)^{2} \frac{\partial V(y, t)}{\partial t}+y s(t) s^{\prime}(t) \frac{\partial V(y, t)}{\partial y}=0, \quad(y, t) \in \Gamma^{\prime}=(0,1) \times(0, T) \tag{5.12}
\end{equation*}
$$

subject to the following boundary conditions

$$
\begin{gather*}
\left.\frac{\partial V(y, t)}{\partial y}\right|_{y=1}=B(t) s(t), \quad t \in[0, T]  \tag{5.13}\\
V(1, t)=A(t), \quad t \in[0, T] \tag{5.14}
\end{gather*}
$$

and the initial condition

$$
\begin{equation*}
V(y, 0)=f(y s(0)), \quad y \in[0,1] \tag{5.15}
\end{equation*}
$$

Now, first, we employ the Crank-Nicolson method to this problem, to get

$$
\begin{equation*}
\frac{V^{n+1}-V^{n}}{\Delta t}=(1-\theta)\left(\frac{1}{s^{2}\left(t_{n+1}\right)} V_{y y}^{n+1}+\frac{s^{\prime}\left(t_{n+1}\right)}{s\left(t_{n+1}\right)} y V_{y}^{n+1}\right)+\theta\left(\frac{1}{s^{2}\left(t_{n}\right)} V_{y y}^{n}+\frac{s^{\prime}\left(t_{n}\right)}{s\left(t_{n}\right)} y V_{y}^{n+1}\right) \tag{5.16}
\end{equation*}
$$

where $\theta$ is chosen in $[0,1]$. Now we explain the method of LS-SVR for this equation. The solution of the problem assumed in the infinite-dimensional continuous functions $C(0,1)$, is approximated by the finite-dimensional space of polynomials as follows

$$
\begin{equation*}
V_{N}^{n+1}(x)=\sum_{j=0}^{N} w_{j} \phi_{j}(x) \tag{5.17}
\end{equation*}
$$

which the $\phi_{j}$ is the basic orthogonal function that we considered Chebyshev. For convenience, we use $u_{N}$ instead of $V_{N}^{n+1}(x)$.
The primal form of the least squares support vector regression is as follows

$$
\begin{array}{ll}
\operatorname{minimize} & \frac{1}{2} \mathbf{w}^{T} \mathbf{w}+\frac{\gamma}{2} \varepsilon^{T} \boldsymbol{\varepsilon} \\
\text { subject to } & L u_{N}\left(x_{i}\right)-f_{i}=\varepsilon_{i}, i=1, \ldots, N  \tag{5.18}\\
& u_{N}(1)=a \\
& u_{N}^{\prime}(1)=b
\end{array}
$$

where $\mathbf{w}=\left[w_{0}, \ldots, w_{N}\right]^{T}, \boldsymbol{\varepsilon}=\left[\varepsilon_{1}, \ldots, \varepsilon_{N}\right]^{T}$ and the operator $L$ is defined as follows

$$
\begin{equation*}
L=\left(\frac{D^{0}}{\Delta t}-\frac{D^{2}}{s^{2}\left(t_{n+1}\right)}-\frac{s^{\prime}\left(t_{n+1}\right)}{s\left(t_{n}+1\right)} y D^{\prime}\right) \tag{5.19}
\end{equation*}
$$

The optimization Problem 5.18 may be solved by numerical optimization techniques. However, to get a computationally efficient method, we provide the dual form as a linear system of equation by using the Lagrange multiplier theorem.

### 5.2 Dual form

To solve the dual problem, we set

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} w^{T} w+\frac{\gamma}{2} \varepsilon^{T} \varepsilon-\sum_{i=0}^{N} \alpha_{i}\left(L u_{N}\left(x_{i}\right)-f_{i}-\varepsilon_{i}\right)-\beta\left(u_{N}(1)-a\right)-\eta\left(u_{N}^{\prime}(1)-b\right), \tag{5.20}
\end{equation*}
$$

which is written as

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \sum_{j=0}^{N} w_{j}^{2}+\frac{\gamma}{2} \sum_{j=0}^{N} \varepsilon_{j}^{2}-\sum_{i=0}^{N} \alpha_{i}\left(\sum_{j=0}^{N} w_{j} L \phi_{j}\left(x_{i}\right)-f_{i}-\varepsilon_{i}\right)-\beta\left(\sum_{j=0}^{N} w_{j} \phi_{j}(1)-a\right)-\eta\left(\sum_{j=0}^{N} w_{j} \phi_{j}^{\prime}(1)-b\right) . \tag{5.21}
\end{equation*}
$$

The unknown variables in the formula above are: $\left(w_{0}, w_{1}, \ldots, w_{N}\right),\left(\varepsilon_{0}, \varepsilon_{1}, \ldots, \varepsilon_{N}\right),\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{N}\right), \alpha, \beta$.
We differentiate $\mathcal{L}$ according to each of the variables then set the equations to zero. The following expressions are
obtained, respectively

$$
\begin{align*}
& \frac{\partial \mathcal{L}}{\partial w_{k}}=0 \Longrightarrow w_{k}-\sum_{i=0}^{N} \alpha_{i}\left(L \phi_{k}\left(x_{i}\right)\right)-\beta \phi_{k}(1)-\eta \phi_{k}^{\prime}(1)=0  \tag{5.22}\\
& \frac{\partial \mathcal{L}}{\partial \alpha_{k}}=0 \Longrightarrow \sum_{j=0}^{N} w_{j} L \phi_{j}\left(x_{k}\right)-f_{k}-\varepsilon_{k}=0  \tag{5.23}\\
& \frac{\partial \mathcal{L}}{\partial \varepsilon_{k}}=0 \Longrightarrow \gamma \varepsilon_{k}+\alpha_{k}=0  \tag{5.24}\\
& \frac{\partial \mathcal{L}}{\partial \beta}=0 \Longrightarrow \sum_{j=0}^{N} w_{j} \phi_{j}(1)-a=0  \tag{5.25}\\
& \frac{\partial \mathcal{L}}{\partial \eta}=0 \Longrightarrow \sum_{j=0}^{N} w_{j} \phi_{j}^{\prime}(1)-b=0 \tag{5.26}
\end{align*}
$$

For $k=0,1, \ldots, N$.
So then these equations form the system of equations, that we solve with matrix form and we have the matrix $A$ as follows

$$
\left[\begin{array}{ccccc}
A_{11} & A_{12} & A_{13} & A_{14} & A_{15} \\
A_{21} & A_{22} & A_{23} & A_{24} & A_{25} \\
A_{31} & A_{32} & A_{33} & A_{34} & A_{35} \\
A_{41} & A_{42} & A_{43} & A_{44} & A_{45} \\
A_{51} & A_{52} & A_{53} & A_{54} & A_{55}
\end{array}\right] .
$$

Each $A_{i j}$ is a matrix block that we describe below

$$
A_{11}=I,
$$

which matrix $I$ is the $N+1 \times N+1$ identity matrix.

$$
A_{12}=\left[\begin{array}{ccc}
-L \phi_{0}\left(x_{0}\right) & \ldots & -L \phi_{0}\left(x_{N}\right) \\
\vdots & \ddots & \vdots \\
-L \phi_{N}\left(x_{0}\right) & \ldots & -L \phi_{N}\left(x_{N}\right)
\end{array}\right]
$$

which $A_{12}$ is a $N+1 \times N+1$ matrix.

$$
A_{13}=O
$$

which $O$ is a $N+1 \times N+1$ zero matrix.

$$
\begin{aligned}
& A_{14}=\left[\begin{array}{c}
-\phi_{0}(1) \\
\vdots \\
-\phi_{N}(1)
\end{array}\right], \\
& A_{15}=\left[\begin{array}{c}
-\phi_{0}^{\prime}(1) \\
\vdots \\
-\phi_{N}^{\prime}(1)
\end{array}\right],
\end{aligned}
$$

which $A_{14}$ and $A_{15}$ are $N+1 \times 1$ vectors.

$$
A_{21}=-A_{12}^{T}
$$

the matrix $A_{21}$ is the negative transpose of the matrix $A_{12}$.

$$
A_{22}=O, \quad A_{23}=-I, \quad A_{31}=O, \quad A_{32}=I
$$

$A_{24}$ and $A_{25}$ are $N+1 \times 1$ zero column vectors. The matrix $A_{33}$ is

$$
A_{33}=\gamma I
$$

The $A_{34}$ and $A_{35}$ are $N+1 \times 1$ zero column vectors.

$$
A_{41}=-A_{14}^{T}, \quad A_{51}=-A_{15}^{T}
$$

$A_{42}, A_{43}, A_{52}$, and $A_{53}$ are $N+1 \times 1$ zero row vectors. And $A_{44}, A_{45}, A_{54}$, and $A_{55}$ are zero elements. Now the equation system is as follows

$$
A \times \boldsymbol{x}=\boldsymbol{f}
$$

where $\boldsymbol{x}=\left[w_{0}, \ldots, w_{N}, \alpha_{0}, \ldots, \alpha_{N}, \varepsilon_{0}, \ldots, \varepsilon_{N}, \beta, \eta\right]^{T}$ and $\boldsymbol{f}=\left[0, \ldots, 0, f_{0}, \ldots, f_{N}, 0, \ldots, 0, a, b\right]^{T}$.
The matrix $A$ and the vector $\boldsymbol{f}$ are known, and the vector $\boldsymbol{x}$ is unknown. We can obtain the unknown vector by linear solvers.

## 6 Numerical Results

In this section, the numerical results are illustrated by three examples, to evaluate the effectiveness and efficiency of the proposed method.

In the following tables, the first column is stating $\mathrm{N}=\mathrm{M}$, which respectively means the number of basis functions and the number of collocation points. The method's run time in the second column vs. the number of training points is also illustrated in the tables to show the linear complexity. Besides, the third to sixth columns present the error of our approach. The term T inside these tables indicates the time steps that we calculate the maximum error on them. Additionally, the L parameter determines the number of our spatial steps.
In all of the following tables, the training points are as the Chebyshev roots and our constructed roots which is as follows

$$
\begin{equation*}
P_{i}=1-\left(\frac{i}{2 N}\right)^{2}, i=1, . ., N+1 \tag{6.1}
\end{equation*}
$$

Another point to consider is our regularization term $\gamma$, which is set to between the number 10 and $10^{18}$, according to the problem behavior and maple constraints. We expect the Crank-Nicolson method to converge with the increasing number of basis functions of the problem, which means the errors will reduce. As illustrated in the tables below, by setting the value of $L$ into 10 and 20 , with the increasing number of $M$, the errors will be decreased to some degrees. So our method has rational convergence behavior.

Example 1. As the first example [15], we consider Equation 55.2 with boundary conditions $A(t)=0, B(t)=\frac{-1}{\sqrt{2}}$ and moving boundary function $s(t)=\sqrt{2}-1+\frac{t}{\sqrt{2}} ; 0 \leqslant t \leqslant 1$. The exact solution of this problem is $u=-1+\exp (1-$ $\left.\frac{1}{\sqrt{2}}+\frac{t}{2}-\frac{x}{\sqrt{2}}\right)$, with $(x, t) \in[0, s(t)] \times[0,1]$.

|  |  | $L=10,20$ |  | $L=10,20$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Constructed roots |  | Chebyshev roots |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.031 | $9.31 \mathrm{e}-02$ | $1.89 \mathrm{e}-01$ | $1.27 \mathrm{e}+00$ | $2.22 \mathrm{e}+00$ |
| 4 | 0.047 | $1.52 \mathrm{e}-03$ | $1.52 \mathrm{e}-03$ | $6.12 \mathrm{e}-03$ | $1.00 \mathrm{e}-02$ |
| 6 | 0.062 | $1.44 \mathrm{e}-05$ | $5.60 \mathrm{e}-05$ | $4.70 \mathrm{e}-04$ | $9.67 \mathrm{e}-01$ |
| 8 | 0.125 | $1.08 \mathrm{e}-04$ | $4.26 \mathrm{e}-04$ | $1.81 \mathrm{e}-04$ | $3.08 \mathrm{e}-01$ |

Table 1: The numerical error of the method in $T=1$.

|  | $L=10,20$ |  | $L=10,20$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Constructed roots |  | Chebyshev roots |  |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.032 | $3.44 \mathrm{e}-02$ | $5.46 \mathrm{e}-02$ | $5.65 \mathrm{e}-01$ | $1.17 \mathrm{e}+00$ |
| 4 | 0.047 | $5.19 \mathrm{e}-04$ | $6.28 \mathrm{e}-04$ | $1.03 \mathrm{e}-03$ | $3.50 \mathrm{e}-03$ |
| 6 | 0.062 | $2.70 \mathrm{e}-05$ | $2.94 \mathrm{e}-05$ | $8.18 \mathrm{e}-06$ | $3.37 \mathrm{e}-02$ |
| 8 | 0.109 | $3.88 \mathrm{e}-05$ | $9.32 \mathrm{e}-05$ | $4.97 \mathrm{e}-05$ | $2.53 \mathrm{e}-03$ |

Table 2: The numerical error of the method in $T=0.75$.

|  | $L=10,20$ |  |  | $L=10,20$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Constructed roots |  |  | Chebyshev roots |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.031 | $1.90 \mathrm{e}-02$ | $3.19 \mathrm{e}-02$ | $2.60 \mathrm{e}-01$ | $4.63 \mathrm{e}-01$ |
| 4 | 0.063 | $2.18 \mathrm{e}-04$ | $2.13 \mathrm{e}-04$ | $1.95 \mathrm{e}-04$ | $9.32 \mathrm{e}-04$ |
| 6 | 0.094 | $1.36 \mathrm{e}-05$ | $3.51 \mathrm{e}-06$ | $1.65 \mathrm{e}-05$ | $2.98 \mathrm{e}-05$ |
| 8 | 0.172 | $1.72 \mathrm{e}-05$ | $1.57 \mathrm{e}-05$ | $1.90 \mathrm{e}-05$ | $2.48 \mathrm{e}-05$ |

Table 3: The numerical error of the method in $T=0.5$.

|  |  | $L=10,20$ |  | $L=10,20$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Constructed roots |  |  | Chebyshev roots |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.031 | $6.80 \mathrm{e}-03$ | $7.90 \mathrm{e}-03$ | $3.78 \mathrm{e}-02$ | $1.01 \mathrm{e}-01$ |
| 4 | 0.047 | $4.07 \mathrm{e}-05$ | $5.65 \mathrm{e}-05$ | $1.25 \mathrm{e}-05$ | $9.20 \mathrm{e}-05$ |
| 6 | 0.094 | $1.19 \mathrm{e}-07$ | $2.22 \mathrm{e}-06$ | $7.78 \mathrm{e}-06$ | $2.30 \mathrm{e}-06$ |
| 8 | 0.156 | $3.32 \mathrm{e}-03$ | $3.18 \mathrm{e}-06$ | $8.54 \mathrm{e}-07$ | $3.81 \mathrm{e}-06$ |

Table 4: The numerical error of the method in $T=0.25$.

The numerical results are reported in tables 1.4 . From these tables, the convergence of the method is seen by increasing the number of training points. It is seen that the convergence behavior is greatly affected by the selection of training points. For instance, the training points with constructed roots gives better results for $L=20$ in comparison with the Chebyshev root. Here meta-heuristic algorithm may be used for the selection of training points.

Example 2. As the second example [15], we consider Equation (5.2) with boundary conditions $A(t)=0, B(t)=$ $\sqrt{3-2 t}, 0<t \leqslant 1$ and moving boundary function $s(t)=2-\sqrt{3-2 t, 0} \leqslant t \leqslant 1$. The exact solution of this problem is $u=\frac{-x^{2}}{2}+2 x-\frac{1}{2}-t$, with $(x, t) \in[0, s(t)] \times[0,1]$.

Numerical results in this example are illustrated in the following tables $5-8$. It can be seen that by increasing the training points, the errors are stable somehow with both constructed and Chebyshev roots. However, with the Chebyshev roots, as we can see in table 8 for $L=10$, the errors have decreased. Also, for some time steps, training points with the Chebyshev roots are useful to apply, and for the others, the constructed roots would be a better one.

|  |  | $L=10,20$ |  | $L=10,20$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Constructed roots |  |  | Chebyshev roots |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.015 | $4.39 \mathrm{e}-05$ | $3.86 \mathrm{e}-05$ | $5.16 \mathrm{e}-04$ | $2.35 \mathrm{e}-04$ |
| 4 | 0.016 | $3.30 \mathrm{e}-04$ | $4.67 \mathrm{e}-04$ | $5.46 \mathrm{e}-04$ | $2.30 \mathrm{e}-03$ |
| 6 | 0.063 | $2.41 \mathrm{e}-04$ | $3.50 \mathrm{e}-03$ | $2.51 \mathrm{e}-04$ | $7.54 \mathrm{e}-01$ |
| 8 | 0.094 | $8.80 \mathrm{e}-04$ | $1.25 \mathrm{e}-02$ | $1.54 \mathrm{e}-03$ | $1.87 \mathrm{e}-01$ |

Table 5: The numerical error of the method in $T=1$.

Example 3. As the final example, we consider Equation 5.2 with boundary conditions $A(t)=0, B(t)=-\frac{1}{2}$, $0<t \leqslant 1$ and moving boundary function $s(t)=2+\frac{t}{2}-\sqrt{3}, 0 \leqslant t \leqslant 1$. The exact solution of this problem is

|  | $L=10,20$ |  | $L=10,20$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Constructed roots |  | Chebyshev roots |  |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.015 | $2.11 \mathrm{e}-05$ | $1.47 \mathrm{e}-04$ | $9.19 \mathrm{e}-04$ | $6.19 \mathrm{e}-05$ |
| 4 | 0.031 | $4.20 \mathrm{e}-05$ | $1.54 \mathrm{e}-04$ | $3.96 \mathrm{e}-04$ | $1.74 \mathrm{e}-04$ |
| 6 | 0.062 | $1.13 \mathrm{e}-04$ | $5.44 \mathrm{e}-04$ | $3.40 \mathrm{e}-04$ | $1.94 \mathrm{e}-03$ |
| 8 | 0.109 | $2.17 \mathrm{e}-04$ | $1.23 \mathrm{e}-03$ | $1.91 \mathrm{e}-04$ | $1.80 \mathrm{e}-03$ |

Table 6: The numerical error of the method in $T=0.75$.

|  |  | $L=10,20$ |  | $L=10,20$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Constructed roots |  |  | Chebyshev roots |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.015 | $3.07 \mathrm{e}-05$ | $1.05 \mathrm{e}-05$ | $3.06 \mathrm{e}-04$ | $8.71 \mathrm{e}-05$ |
| 4 | 0.031 | $5.79 \mathrm{e}-05$ | $1.67 \mathrm{e}-05$ | $1.01 \mathrm{e}-04$ | $4.17 \mathrm{e}-05$ |
| 6 | 0.047 | $7.39 \mathrm{e}-05$ | $5.90 \mathrm{e}-05$ | $5.81 \mathrm{e}-05$ | $4.62 \mathrm{e}-05$ |
| 8 | 0.109 | $7.87 \mathrm{e}-05$ | $9.87 \mathrm{e}-05$ | $2.53 \mathrm{e}-05$ | $9.03 \mathrm{e}-05$ |

Table 7: The numerical error of the method in $T=0.5$.

|  |  | $L=10,20$ |  | $L=10,20$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Constructed roots |  | Chebyshev roots |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.015 | $7.67 \mathrm{e}-07$ | $3.13 \mathrm{e}-06$ | $6.34 \mathrm{e}-05$ | $9.07 \mathrm{e}-05$ |
| 4 | 0.031 | $5.00 \mathrm{e}-07$ | $6.23 \mathrm{e}-06$ | $4.46 \mathrm{e}-06$ | $3.13 \mathrm{e}-05$ |
| 6 | 0.062 | $7.36 \mathrm{e}-07$ | $9.13 \mathrm{e}-06$ | $8.69 \mathrm{e}-07$ | $3.41 \mathrm{e}-05$ |
| 8 | 0.094 | $7.96 \mathrm{e}-07$ | $1.03 \mathrm{e}-05$ | $7.96 \mathrm{e}-07$ | $2.36 \mathrm{e}-05$ |

Table 8: The numerical error of the method in $T=0.25$.
$u=\exp (-x)$, with $(x, t) \in[0, s(t)] \times[0,1]$.
Numerical results for the final sample are shown in the following tables $9+12$. This approach channel the problem's errors into a good convergence, as seen from the tables below. For example, in all tables, the Chebyshev training roots give us better results for $L=10$ on the contrary of the constructed roots. And vice versa for $L=20$.

|  |  | $L=10,20$ |  | $L=10,20$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Constructed roots |  |  | Chebyshev roots |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.031 | $2.91 \mathrm{e}-02$ | $9.26 \mathrm{e}-02$ | $1.11 \mathrm{e}+00$ | $1.16 \mathrm{e}+01$ |
| 4 | 0.047 | $8.82 \mathrm{e}-04$ | $1.30 \mathrm{e}-03$ | $8.34 \mathrm{e}-04$ | $6.67 \mathrm{e}-03$ |
| 6 | 0.047 | $6.12 \mathrm{e}-04$ | $3.13 \mathrm{e}-03$ | $3.22 \mathrm{e}-04$ | $3.35 \mathrm{e}-01$ |
| 8 | 0.094 | $7.84 \mathrm{e}-04$ | $7.95 \mathrm{e}-03$ | $4.23 \mathrm{e}-04$ | $6.01 \mathrm{e}-03$ |

Table 9: The numerical error of the method in $T=1$.

|  |  | $L=10,20$ |  | $L=10,20$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Constructed roots |  | Chebyshev roots |  |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.031 | $1.94 \mathrm{e}-02$ | $1.19 \mathrm{e}-02$ | $2.80 \mathrm{e}-01$ | $3.51 \mathrm{e}+00$ |
| 4 | 0.032 | $4.40 \mathrm{e}-04$ | $9.66 \mathrm{e}-05$ | $1.96 \mathrm{e}-04$ | $4.17 \mathrm{e}-03$ |
| 6 | 0.063 | $2.08 \mathrm{e}-04$ | $5.68 \mathrm{e}-04$ | $9.59 \mathrm{e}-05$ | $4.17 \mathrm{e}-03$ |
| 8 | 0.125 | $2.34 \mathrm{e}-04$ | $1.05 \mathrm{e}-03$ | $4.13 \mathrm{e}-05$ | $2.70 \mathrm{e}-03$ |

Table 10: The numerical error of the method in $T=0.75$.

|  | $L=10,20$ |  | $L=10,20$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Constructed roots |  | Chebyshev roots |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.047 | $9.20 \mathrm{e}-03$ | $1.07 \mathrm{e}-02$ | $8.13 \mathrm{e}-02$ | $6.71 \mathrm{e}-01$ |
| 4 | 0.047 | $6.58 \mathrm{e}-05$ | $1.36 \mathrm{e}-04$ | $8.51 \mathrm{e}-05$ | $1.07 \mathrm{e}-04$ |
| 6 | 0.063 | $4.00 \mathrm{e}-05$ | $8.15 \mathrm{e}-05$ | $3.89 \mathrm{e}-05$ | $2.42 \mathrm{e}-04$ |
| 8 | 0.094 | $4.10 \mathrm{e}-05$ | $1.08 \mathrm{e}-04$ | $1.98 \mathrm{e}-05$ | $2.15 \mathrm{e}-04$ |

Table 11: The numerical error of the method in $T=0.5$.

|  |  | $L=10,20$ |  | $L=10,20$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Constructed roots |  |  | Chebyshev roots |  |
| $M$ | time | Error | Error | Error | Error |
| 2 | 0.031 | $3.64 \mathrm{e}-03$ | $4.30 \mathrm{e}-03$ | $6.86 \mathrm{e}-03$ | $6.60 \mathrm{e}-02$ |
| 4 | 0.031 | $2.33 \mathrm{e}-05$ | $2.09 \mathrm{e}-05$ | $6.04 \mathrm{e}-06$ | $4.42 \mathrm{e}-05$ |
| 6 | 0.062 | $2.96 \mathrm{e}-06$ | $8.54 \mathrm{e}-06$ | $2.87 \mathrm{e}-06$ | $4.08 \mathrm{e}-05$ |
| 8 | 0.109 | $2.87 \mathrm{e}-06$ | $8.93 \mathrm{e}-06$ | $2.87 \mathrm{e}-06$ | $2.92 \mathrm{e}-05$ |

Table 12: The numerical error of the method in $T=0.25$.

In the final analysis, we concluded that each example, based on the property of the problem we are solving, has its condition of selecting the collocation points.

Figure 1 illustrates the distribution of the training points over the domain of the inverse Stefan problem in one dimensional and one-phase case. Note that the training points are accumulated near the boundary with known conditions to ensure the accuracy of the predicted values.


Figure 1: Nodal distribution for training roots.

## Conclusion

In this paper, we have proposed a new numerical scheme for the simulation of the Inverse Stefan problem. The method uses a hybrid of Crank-Nicolson and least squares support vector regression. The problem is ill-posed, and due to the kernel trick, the solution leads into well-posed circumstances, which we use Chebyshev polynomial kernels.

Also, the problem is first discretized in time, and then in each time step, we have an ODE equation that is solved by the proposed scheme. We solved the problem in primal and dual form. As we show in numerical results, this approach has reasonable convergence behavior.
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