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Abstract

The purpose of this applied research was to provide a Risk Assessment Model for Internet of Thing Based Technology
Transfer in the Banking Area, and the Strauss and Corbin method is used to identify the initial model. In the
qualitative section, by conducting in-depth interviews with 35 experts in the banking technology industry as well
as technology-based banking, the information collected was analyzed in three stages open coding, axial coding, and
selective coding. In a small part of the statistical population, experts and managers active in the Iranian banking
industry, the sample size according to Morgan’s table was 386. The results of structural equations and exploratory
analysis showed that all relationships between causal factors and the main phenomenon, interfering factors and the
main phenomenon The underlying factors and the main phenomenon, the main phenomenon and the strategy, and
finally the relationship between the strategy and the results are evaluated in a high to medium level and in a positive
and direct way.
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1 Introduction

Nowadays, the issue of developing the use of information technology at all levels is of great importance. Information
technology has been able to have profound effects on various Areas, which have caused a great deal of change in modern
working spaces [10]. One of the future revolutions has been in the use of information technology in the form of IoT
technologies. In these technologies, using information technology and physical objects, a combination of physical and
online worlds is done, which can cause enormous changes in the executive operations of organizations [8]. In this
regard, in connection with the Internet of Things, there are executive risks that must be continuously considered by
the operators of these systems. Some of the most important risks in implementing IoT are [41]: Authentication, which
allows the integration of different IoT devices from different platforms [5]. In this context, the risk of authentication
is always difficult, which can face more serious challenges based on the development of technological skills [15]. Access
permissions that access to different data sources must always be securely protected and only available to access users

∗Corresponding author
Email addresses: saman_karimi@ut.ac.ir (Seyed Saman Karimi), tah.sohrabi@iauctb.ac.ir (Tahmoures Sohrabi),

a_bayattork@iauctb.ac.ir (Amir Bayat Tork)

Received: November 2021 Accepted: February 2022

http://dx.doi.org/10.22075/ijnaa.2022.6316


1772 Karimi, Sohrabi, Bayat Tork

[4]. Resource depletion in which IoT systems are constantly exposed to attacks by various individuals and hackers [28].
Cryptography where every day new ways are created to crack these codes. In this context, the technologies transfer to
IoT-related requires a clear and standard framework that can reduce risk implementation [9]. Among these, one of the
most important methods in the banking area, especially with the development of the use of information technology, is
to pay attention to risk and risk management in various accounts and bank financial instruments, which can contribute
to a high level of public trust in banks, especially be in the digital age. [36]. In this regard, various types of protection
and security methods have been used in modern banks around the world, which are classified from soft to hard
methods. Most of the hard methods in the form of IoT can be mentioned, which uses information technology to
provide physical and technical protection of internal banking systems, especially physical servers. In this context,
the use of these systems has been considered as a challenge for bank managers due to the capabilities of hacking
and decoding one-time and multiple-use passwords. In this regard, banks use technology transfer to use IoT systems
to increase systems security, which can ultimately lead to proper risk assessment and management in the bank [25].
This issue has received less attention in the field of risk management and risk assessment in banking area, which has
created a research gap in this field. Therefore, in this study, an attempt is made to provide a comprehensive model for
the transfer of IoT-based technology in banks that can implement the necessary management of banking risk in the
field of banking and finance. The main objectives of this study are Providing a Risk Assessment Model for Internet
of Thing (IoT) Based Technology Transfer in the Banking area, Identify the components affecting the security of
IoT-based technology transfer for monitoring and risk assessment in the banking area, Prioritization of components
affecting the security of IoT-based technology transfer for monitoring and risk assessment in the banking area,and
Providing solutions to implement a secure IoT-based technology transfer model for monitoring and risk assessment in
the banking area.

2 Theoretical foundations

Risk management and its process

Risk management project is one of the major topics in project management which includes planning, organizing,
monitoring and controlling all aspects of a project and includes risk identification, measurement, risk response devel-
opment and risk response control [29]. The ideal of this field of management knowledge to help people for continuously
protect themselves, their assets and activities against incidents that have always endangered them in the history of
human life [31]. Risk management, like other disciplines of management knowledge and its function, utilizes the
knowledge, rules, and principles of specific rules to achieve predictions and predetermined goals. The ideal of this field
of management knowledge to help people continuously to protect themselves, their assets and their activities against
incidents that have always endangered them in the history of human life. This filed which function has been widely
practiced since the early 1960s, is in some respects concomitant with human civilization, In fact, its recrudescence is
the re-creation of new ways of organizing old ways [31]. In fact, Risk management is a process through which the
conditions (probability) of unexpected damages are controlled and managed [34]. The risk management process can be
used as a guide for risk management in organizations. Identifying, understanding and preventing risk are among the
main goals of risk management [38]. Risk-taking of financial managers compared to other executives managers in the
country’s management community, the results of a research study showed that financial managers are 85% less likely
to take risks than other executive managers [27]. The variety of economic products also force companies to examine
more risks pricing, how to internal investment in the risks (how risks can be invested internally) and the value added
of services provided by investment banks. In one of the types of risk management processes, this process is categorized
into four components:

Risk identification: It is done in order to identify the amount of uncertainty that an organization faces. For this
purpose, For this purpose, accurate knowledge of the organization, The market in which it operates, law, society,
the existing political and cultural environment, as well as the accurate development of the concept of strategic
and operational goals, includes critical factors of success and threats and opportunities that related to these goal
are requisite.

Risk assessment: After recognizing the risks of each organization, the impact of each damage on the entire organi-
zation should be examined and needs to be determined; First, what is the probability of each damage occurring,
and second, what amounts, if any, and how will these amounts affect the financial structure of the organization
[31]. We have two approaches to risk assessment, quantitative approach and qualitative approach.

Risk management: It is a vital activity for many processes along with technological risks, especially Shows items
in transfer systems [38]. At this stage, in fact, we seek to reduce the probability and financial effects of risky
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consequences [18]. In fact, the risk map and priorities made in the organization are the preconditions for starting
organizational risk management. Initially, risk management is performed in order to provide an overview of the
risks in the organization and to reflect the risks that should be assessed. In the next stage, risk management
provides a perspective to consider reducing probability or financial consequences [7]. Unlike some risks are high-
level and risk management in an effort to prevent or transfer and share it, there is another risk that is low-level
and the organization is trying to adapt it [7].

Risk monitoring: Organizational risks should always be monitored by the organization to consider all its changes
and transformations. In this situation, the identified risk management activities should be updated and adapted
to the new conditions [18].

Risk management strategies are basically classified into risk responses in these four groups. Also called risk strategies:

1. Avoidance: In this Here, uncertainty should be removed from the project, that is, the occurrence of risk in
the project should be made impossible (reduce the probability of its occurrence to zero). Or the plan can be
implemented in another way that eventually achieves the same predetermined goals. As a result, the project is
safe from the effects of risk. (Zero risk effect on the project)

2. Transfer: Find another risky person who has more ability to manage risk, someone who is responsible for
performing the action.

3. Calming: Reducing the amount of risk in order to make it acceptable to the project or organization by reducing
the impact or risk’s probability.

4. Accept: These risks must be accepted and responded to either actively through appropriate cost allocation or
without doing anything passively.

These four types of strategies are only appropriate in relation to threats, otherwise no manager wants to avoid an
opportunity or reduce the impact or possibility of occurrence of an opportunity. Therefore, new strategies are needed
to respond to opportunities. It is suggested that these strategies can be derived from threat strategies. This can be
done by generalizing the method used for threats [1].

Technology transfer and its process

Technology is defined as a combination of physical products or artifacts, product manufacturing processes, and
tools combined with physical products. These factors are not separated and separable, but comprised an integrated
network that includes technology [40]. The latest definition provided by Muskus extends the concept of technology;
In this definition, technology is ”the information needed to obtain the main output products by specific methods of
combining or processing selected inputs, which include production processes, corporate internal structure, management
and financial methods, It becomes marketing methods or any combination of these. [13]. The concept of technology
[21] is defined as ”knowledge about how to do things” or ”the ability of an organization to provide goods or services
ordered by its customers, now and in the future.” According to this definition, It can be said that choosing technology
is a new way of gaining knowledge; Components and systems that help each company to produce more competitive
products and services, and create modern solutions. New technologies can provide opportunities for differentiation
and new businesses , as well as the importance of accuracy of technology selection for each company’s survival [17].
The purpose of the technology transfer method is a set of defined from the defined activities in which the applicant’s
engineering technology. According to Rizman, in his extensive research on previous articles, economists often define
technology transfer based on the general properties of knowledge, in which focuses on production and design variables.
Sociologists tend to link technology transfer to innovation and view technology as a desirable outlet. Anthropologists
widely see the technology transfer in terms of cultural change and how it affects these changes. According to the
United Nations, technology transfer is to import specific technological factors from developed countries ‘to developing
countries, To enable these countries to prepare and use new production tools and to expand and develop available
tools [12]. It is a set of pre-defined activities during which the required technology is provided to the applicant.
[16]. Technology transfer is a multidimensional process of communication involving producers , ideas and facilities
consumers [19]. In other words, the technology transfer is a range of formal and informal participatory activities
between departments, governmental and private and public areas.

The technology includes two main components: 1) Physical component that contains items such as products, tools,
equipment, main maps, methods and processes, and 2) information components on knowledge receiver how to manage,
marketing, production, quality control, Reliability, skilled personnel and functional fields [13]. Kumar and colleagues,
A more advanced definition proposed by Sahal, sees technology as a “configuration” that relies on a mental definition
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but can be attributed to processes and products, with a precise review of technology definition, two main components
are recognizable: 1) “Knowledge” or procedure and 2) “doing jobs.” [11].

Technology transfer as a multidimensional process of communication that includes manufacturers and consumers of
ideas and facilities [19]. In other words, technology transfer encompasses a range of formal and informal collaborative
activities between departments, government research departments, and the private and public sectors.Since the term“
Technology transfer” includes many dimensions, often to explain the process in which ideas and concepts from the
laboratory are transferred to the labor market [20]. Technology transfer involves a complex process including the
complexity of the technology, the complexity of the interaction between the two parts, the ability of the technology
owner to train, and the ability of the recipient to learn [33]. Transfer of knowledge and concept from a developed country
to less developed country and transfer of innovative activities to the second-hand user is used [23]. This concept not only
focuses on the transfer of technical knowledge or information, but also on the ability of the technology recipient to learn
and technology absorption in production functions [29]. Technology Transfer is a manner for developing countries for
newer technology, these countries should use technology transfers as a basis for completing their technological abilities.
These abilities are not limited to physical equipment but also include science and knowledge and the educational
abilities and skills of individuals. In industry area, these abilities include choosing, contributing and absorption,
improvement and creation of new technology.

The process of technology transfer has a variety of stages that can be divided into three major parts:

Selection and acquisition of technology: The technologies required by each country are determined based on the
national technology planning system, a diagnosis that includes the following considerations: is in line with the goals of
macro development planning; Although the technology planning system is a dependent system and subject to national
development planning, but in terms of the synergistic characteristics of technology developing programs, they are
considered as the supra-axis program of coordination of macro-national developing programs; The set of technologies
required by each economic section are determined based on the priorities of the relevant section, so that in the next
step, the method of supplying each is determined; Although in the step of determining the technology needs of each
economic section, it sets its needs with a specific and partial perspective, but in the setp of selecting technology transfer
projects, the above selection is made based on a national and cross-sectoral perspective [32].

Adaptation, application and absorption of technology: The process of adapting and linking imported technology
with socio-economic conditions, including investment capacity, human skill level, infrastructure facilities, climatic
conditions and economic goals and policies [37]. In general, the following measures should be taken: revising the
product design and making the necessary changes, modifications and changes in production methods and construction
techniques, adapting the building and facilities to the methods and volume of production, reviewing the required
organization and management, and reorganizing, Modify and change the product sample.

Development and dissemination of technology: The process of adaptation, application and absorption of tech-
nology will continue when new technology is created using the knowledge transferred and the skills and experience
gained. Technology development, like the stages of adaptation to absorption and application, has the following stages:
designing the production of new products, making a training sample, pilot production of the product and eliminating
its shortcomings, mass production.

Internet of things and properties of automated systems

The Internet of Things is not a single technology, but a concept in which many new objects are connected and
activated. These have created many business opportunities and added to the complexity of information technology.
Distribution, transportation, logistics, reverse logistics, service environment, etc are areas in which information and
“objects” are interconnected to create new business processes or a much more efficient and profitable inventory [11].
The rapid convergence of information and communication technology in three layers of technological innovation is
taking place: these three layers include the cloud, data and communications, pipes, networks and devices. The con-
vergence of the global network creates the relationship between human, data, and things. This cloud is a convergence
force to connect smart things that understand power and transmit a wide array of data. These conditions are help-
ful in creating services without this level of connection and analytical intelligence. The use of operating systems to
transformed technologies such as “cloud”, “things” and “mobility”. The cloud enables global infrastructure in the new
services production and allows anyone able to create content and applications for global users [24]. The Internet of
Things has become a “universal concept” and needs a common definition. Given the extensive history and technolo-
gies required such as measuring devices, communication subsystems, data collection and initial processing to create
object samples and finally provide and provide services, producing an unambiguous definition of “Internet of Things”
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is important. And is self-evident [6]. Networks of Things (network of Things) connect objects to each other on a
global scale and maintain their online identity. Mobile capability provides connectivity to these global infrastructures
anytime and anywhere. As a result, a global network enables access to the objects, users, and consumers available
to create business, trade, assist content, produce, and purchase new services, and allows connectivity to these global
infrastructures. It is available at any time and from anywhere [6].

Operating systems rely on the power of network effects to allow them to access more objects, and they also
become more valuable than other objects and users of existing services. The success of an IoT platform strategy
can be determined by the connectivity, attractiveness, and flow of knowledge or information or data. Activation
of technologies such as sensor networks, RFID, M2M, mobile internet, semantic data integration, semantic search,
IPv6, etc., play an important role in the Internet of Things. User interaction on the Internet of Things can be
built on a social network template. For example, users interact with each other through social network paradigms
with real-world entities of interest. This combination will lead to interesting and popular applications that are more
sophisticated and innovative [11]. An infrastructure needs to provide support for security and privacy practices
such as authentication, confidentiality, honesty, integrity and integrity of information, authentication, non-denial and
accessibility. Heterogeneity and the need for interoperability between different ICT systems based on infrastructure
and resource constraints from IoT devices (eg, nano-sensors) should be considered [3]. Use of soft identities, in which
the user’s real identity can be used to generate various soft identities for specific applications. Each soft identity can
be used for a specific context or application. This soft identity is designed without disclosing unnecessary information
that could lead to privacy breaches [26].

The following properties are especially important for Internet of Things systems and need further study:

Self-Adaptation: In many dynamic contexts of the Internet of Things, self-adaptation is an essential attribute and
provides communication stations. Services also use them to show timely reactions to constant changes [3].

Self-organization: The Internet of Things systems, objects that are members of a network or are automatically
separated from it by nodes (stations) are very conventional. Therefore, the network must be able to reorganize
itself in the face of this evolving topology.

Self-optimization: Optimal use of limited resources (memory, bandwidth, processor and most importantly energy)
of IoT devices is essential for the stability and longevity of IoT extensions.

Self-configuration: The Internet of Things system should provide remote configuration capabilities so that “self-
management” applications automatically configure the necessary parameters based on the needs of applications
and users.

Self-protection: The Internet of Things at different levels of security and privacy should make its own settings
independently, while the quality of service and the quality of experience and expertise are not affected.

Self-healing: The purpose of this feature is to identify and diagnose problems that have occurred and immediately
try to resolve them in an independent manner.

Self-description: Objects and resources (sensors and actuators(Drivers)) must be able to describe their features
and capabilities in an expressive way in order to allow them to communicate and interact with other objects.
Self-description is a fundamental property for plug and play actions of resources and devices.

Self-knowledge: Self-description along with the characteristics of self-knowledge play an essential role in the suc-
cessful establishment of the Internet of Things. Devices, Internet of Things services should be dynamically
discovered and used by others in an integrated and transparent manner.

Self-power supply: Clean energy generation methods (solar, thermal, vibration, etc.) should be used as a main
power source instead of batteries that need to be replaced regularly. This action has a positive effect on the
environment.

3 Literature review

Mehdi Faraji 2018 in survey technology transfer risk from the perspective of information technology security in
e-banking in the electronic field has stated that information security risk assessment methods over the past two decades
have helped us well. They have provided a tool for organizations and governments to use them to protect themselves
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against the relevant risks. The challenge simply by extending existing assessment methods to IoT systems that we
cannot ignore the new risks posed by such ecosystems. These risks can be related to the high degree of connection
available or the connection of digital, physical, cyber and social systems. In the IoT Risk Assessment article by
[35] is exploring new ways to assess risk in this area, which takes into account the dynamism and uniqueness of the
Internet of Things, while maintaining the accuracy of the best method of risk assessment. In a study by [39], Security
Risk Measurement for Information Leakage in IoT-Based Smart Homes from a Situational Awareness Perspective
confirms that risk distribution can change with any scenario, country and time. With the increasing popularity of
IoT devices, human living environments such as smart homes are developing. This development has a negative effect
on IoT users. In particular, IoT devices are installed that are equipped with various sensors. However, real security
sites are preparing for threats by gaining a uniform degree of risk. A common example is the degree of operation
information. K. Kandasamy et al., 2020 provides a comprehensive analysis of cyber risk assessment frameworks, risk
vectors, and risk rating processes in the Internet of Things and states that there are many cybersecurity risk assessment
approaches and frameworks used in government and commercial organizations. The development of these frameworks
in IoT systems alone does not address the new risks posed by the IoT ecosystem. In this study, the usages of IoT
risk assessment framework in the field of finance and health care are discussed with the aim of providing maturity in
the IoT risk field. They provided a summary of IoT risk assessment with a risk-scoring system suitable for the IoT
field to highlight the quantitative approach. Risk rating for IoT risk vector classifies risks into low, medium or high
categories. IoT systems in financial technologies and healthcare as a whole are at high risk. The important point of
this study ,introducing a new IoT risk calculation model that calculates the risk effect and risk probability and leads
to the risk score. In study about Information Security Monitoring and Management Method Based on Big Data in
the Internet of Things Environment by [30]. based on the study of the basic technology of the environmental Internet
of Things, combined with the service-oriented technology architecture SOA, J2EE, multi-level system architecture
MVC, real-time database and other technologies and project practice experience, summarized and proposed a kind
of environmental quality monitoring integrated management platform design and implementation feasibility scheme.
this study explains the basic principles of constructing the evaluation index system, and establishes the evaluation
index system according to the key influencing factors of enterprise information security level in the environment of
big data. AHP fuzzy comprehensive evaluation method is chosen on the basis of analyzing various comprehensive
evaluation methods, and the weight of each evaluation index is determined and the comprehensive evaluation model is
constructed, and the weight given by scientific computing evaluation system, to enhance the practicability of evaluation
system, for the Internet of things environment under the background of big data network information security provides
a practical guide.

Research gap

As complexity increases,The pervasiveness and automation of technology systems and the maturation of cyberspace,
especially with the Internet of Things, there is a strong argument that we will need new methods to assess risk and
build trust. Other studies may have attempted to address the issue of IoT and security, but may not have addressed
a theory for selecting a secure IoT-based technology transfer model in banking basins. Once the theory is being
developed and tested experimentally, further use of the theory to develop criteria and dimensions for testing the model
can be quantitative and provide empirical evidence of the model’s greater impact. In this study, the proposed solution
includes an IoT risk assessment mechanism that determines the risks based on real threats and combines them with
the financial regulations in the banking area that must be observed.

4 Research methodology

This research is exploratory and in terms of purpose, it is an applied research and in terms of method, it is a survey
and in terms of the type of communication is exploratory. In order to identify the indicators studied in the research,
interview tools are used. Also, in the second stage, a questionnaire tool is used to evaluate the fit of the model. In the
third stage, a hierarchical comparative questionnaire is used to rank the identified components. In order to measure
and identify the components in drawing a conceptual model of qualitative analysis of interviews, as well as using the
opinions of experts and through interviews and note-taking tools, information is collected. Finally, a questionnaire is
used to assess the functional status of the study. The data collection tool in this research is data collection slips in
library studies and qualitative analysis. In the field section, questionnaire and interview tools are used simultaneously.
In this study, the sample size is measured based on Cochran’s formula in a limited community. Non-random sampling
method is targeted. Also in the experts section is the census sampling method. In this section, 35 experts are presented
in the category. According to the hybrid approach, several analytical methods are used to provide a comprehensive
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model: Qualitative analysis to identify key indicators affecting technology transfer with MAXQODA, AHP to rank
the optimal approaches under risk management banking processes Emphasizing the Internet of Things with Expert
Choice, Cronbach’s alpha test to evaluate the reliability of research tools with SPSS, CVR to evaluate the validity of
research tools with ECXELL and SEM with the aim of analyzing the fit of the final model with AMOS.

Nonlinear structural equation model

The traditional linear structural equation model is typically made up of two parts: the measurement model describ-
ing the relationships between the observed and latent variables and the structural model describing the relationships
between the latent variables. Given a vector of P observed variables Zi for the ith individual in a sample of size n and
a vector of q latent varibles fi, the linear structural equation model system can be written:

Zi = µ+ Λfi + εi, (4.1)

b0 +B0fi = δ0i, (4.2)

where in the measurement model, the matrices µ(p× 1) and Λ(p× q) contain fixed or unknown scalars describing the
linear relation between the observations Zi and the common latent factorsfi, and εi represents the (p × 1) vector of
random measurement error independent of fi such that E(εi) = 0 and V ar(εi) = Ψ with fixed and unknown scalars
in Ψ; and in the structural model, the matrices b0(d × 1) and B0(d × q) contain fixed or unknown scalars defining d
different additive linear simultaneous structural equations relating the factors to one another plus the (d × 1) vector
of random equation errorδ0i, where E(δ0i) = 0 and V ar(δ0i) = ∆0 with fixed and unknown scalars in ∆0.

The simultaneous linear structural model as written in (4.2) is very general. For many practical research questions
which can be addressed by simultaneous structural models, it is useful to model specific variables in terms of the rest
of the variables , i.e., it is useful to consider some of the latent variables as endogenous and others as exogenous, where
endogenous variables are those that are functions of other endogenous and endogenous variables . Let fi = (η′i, ξ

′
i)

′

where ηi are the d endogenous latent variables and ξi are the q − d structural model (4.2) becomes:

ηi = b+Bηi
+ Y ξi + δi, (4.3)

where it is assumed the equation errorsδi have E(δi) = 0, V ar(δi) = ∆ and are independent of the ξi as well as
independent of εi in (4.1), and the matices b(d×1),B(d×d), γ(d× (q−d)), and ∆(d×d) are fixed or unknown scalars.
The structural model (4.3) is said to be in implicit form, implicit because it has endogenous variables on both sides
of the equations, i.e., it is not ” solved“ for the endogenous variables. it is assumed that the diagonal of B is zero so
that no element of ηi is a function of itself. A sufficient condition for solving (4.3) is that (1 − B) is invertible, then
(4.3) can be solved for the endogenous variables and written as

ηi = b∗ + Γ∗ξi + δ∗i , (4.4)

Where b∗ = (1−B)−1b, Y ∗ = (1−B)−1Y, and V ar(δ∗i ) = (1−B)−1δ(1−B)−1′ .
The structural model (4.4) is said to be in reduced form as the ηi now appears only on the left-hand side of the
equation. it is important to note the assumption that the equation errors δi were additive and independent of the ξi
inthe implicit form (4.3) results in the equation independent of the ηi.

Given p, q and d, additional restrictions must be placed on µ,Λ,Ψ, b0, B0, and ∆0 in (4.1) -(4.2) in prder to make
all the unknown parameters identifiable. The assumption that (4.2) can be written in reduced form (4.4) is the typical
restriction placed on the structural model.

Additionally, a common restriction placed on the measurement model (4.1) is the errors-in-varriables parmeter-
ization where q of the observed variables are each fixed to be equal to one of the q different latent variables plus
measurement error. For a thorough discussion of identifiability in linear structural equation models see, e.g.. Finally,
it should be noted that there is no inherent distributional assumptions needed for εi, δ0i, nor fi at this point of model
specification although distributional assumptions may be added eventually to perform estimation.

A mixture SEMs for a p× 1 random vector yi is defined as follows:

f(yi) =

K∑
k=1

πkfk(yi|µk,
∑
k

), i = 1, · · · , n, (4.5)

Where K is the number of components which can be unknown, µ′
ks are component probabilities which are nonnegative

and sum to 1.0, fk(y|µk,
∑

k) is a multivariate normal density function with an unknown mean vector µk and a
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covariance matrix
∑

k. Conditional on the kth component, suppose that y satisfies the following measurement model:

y = µk + Λkωk + εk, (4.6)

Where µk is an p×1 intercept vector, Yk is a p×qfactor loading matrix, ωk is a q×1 random vector of latent variables,
and εi is a p × 1 random vector of error measurements with distribution N(0,Ψk), which is independent of ωk, and
Ψk is a diagonal matrix. Let Ψk be partitioned into ((ηTn , ξ

T
k )

T , where ηk is a q1× 1 vector, ξk is a q2× 1 vector, and
q1 + q2 = q. The structural equation is defined as

ηk = Bkηk + Γkξk + δk, (4.7)

where Bk and Yk are q1×q1 and q1×q2 matrices of unknown parameters: and random vectors ξkΛk are independently
distributed as N(0,Φk and N(0,ΦΛk, respectively: and Φk is a diagonal matrix.
We assume that B0k = (Iq1 −Bk) is nonsingular and (Iq1 is independent of any elements in Bk. One specific form of
Bk that satisfies this assumption is the lower oe upper triangular matrix.
As the mixture model defined in (4.5) is invariant with respect to permutation of labels k = 1, · · · , k, adoption of
an unique labeling for identifiability is important. Roeder and Wasserman (1997), and Zhu and Lee (2001) proposed
to impose theordering µ1,1 < · · · < µk,1 for eliminating the lable switching (jumping between the various labeling
subspace), where µk,1 is the first element of the mean vector µk. This method works fine if µ1,1, · · · , µk,1 are well
separated.
However, if µ1,1, · · · , µk,1 are close to each other, it may not be able to eliminate the label switching, and may introduce
incorrect results.
Hence, it is necessary to find a sensible identifiability constraint. In this chapter, the random permutation sampler
developed by Früwrirth-Schnatter (2001) will be applied for finding the suitable identifiability constraints. See the
following sections for more details.
Moreover, for each k = 1, · · · ,K structural parameters in the covariance matrix

∑
k corresponding to the model

defined by (4.6) and (4.7) are not identified. A common method in structural equation modeling for identifying the
model is to fix appropriate elements in Ak, Bk and / or Yk at preassigned values. The positions of the preassigned
values of the fixed elements in these matrices of regression coefficients can be chosen on a problem-by-problem basis,
as long as each

∑
k is identified. In practice, most manifest variables are usually clear indicators of their corresponding

latent variables. This give rather clear prior information to specify the zero values to appropriate elements in these
parameter matrices. See the illustrative example in Section 5 for a more concrete example. For clear discussion of
the proposed method, we let π = (π1, · · · , πk), and θ be the vector which contains all unknown parameters in the
covariance matrices that defines an identified model.

Formulation of hypotheses

In order to cover the various dimensions of the problem, research and identify all variables in order to design
the final model, we have examined the main variables. For this purpose, we used the Grounded Theory. In the
qualitative part of the present study, after in-depth interviews with experts in the banking technology industry as well
as technology-based banking, Data collected during the three stages of open coding, axial coding and finally selective
coding was analyzed and finally the results of qualitative research. While combining with the results of the research
literature, In the first part, the conceptual model of the research was summarized. Interviewees provided answers in
accordance with the In-depth Research Interview Questions framework that In evey session, according to the expertise
and experience of the respondent in each Organization, the challenges created by the researcher in each interview as
well as the researcher’s knowledge of these answers are categorized. In this way, the answers provided were categorized
based on their type and content in one of the categories of research and were defined and determined as a criterion
for evaluating that category. Finally, according to the content of the answers provided, each of the sub-concepts was
placed in a related category. It is noteworthy that in the qualitative research process, based on sampling of managers
and experts in the field of banking technology, 35 of these people have been collected during in-depth interviews. The
coding process is used to analyze the data collected in Grounded Theory method. Coding represents an operation in
which data is shredded, conceptualized, and then reconnected in new ways. In this process, the data is analyzed and
conceptualized and finally put together in a new way. Strauss and Corbin (1998) divided the coding process into three
stages: open, axial, and selective. These units may be words, phrases, or larger pieces of text, these classification are
called categories. After classification, meaningful units of text are organized as categories. Strauss and Corbin have
proposed this type of coding as open coding, at which point frequently asked questions to clear up coding ambiguities.

In the open coding stage, all interviews with managers and experts are implemented separately and all sentences
related to the main research topics are fully recorded and coded, then The researcher has interpreted each of these
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key points and coded these points. It is noteworthy, in order to ensure the correct and appropriate coding of key
points of expert opinions, after open coding by the main researcher, another researcher has been asked to re-codify all
comments based on the points of view of her expertise. Finally, the final code for each of the key points is selected and
these codes are numbered. In the relevant tables, in each line, a key point extracted from the interview is mentioned
and a marker is assigned for it, which consists of two parts, the first part represents the key point number and the
second part indicates the interview number.

The final table of variables and indicators related to each of them was prepared by experts and managers of
the banking industry. Then, based on the pairwise comparison questionnaire, the later components are compared.
According to the obtained results, the coefficient of importance of the components are presented as the main effective
components.

5 Data analysis
• Qualitative study

In the qualitative part of the present study, after conducting in-depth interviews with experts in the banking technology
industry as well as technology-based banking, the information collected during the three stages of open coding, axial
coding and finally selective coding was analyzed and finally the results of qualitative research. While combining with
the results of the research literature, the conceptual model of the research was summarized in the form of the first
part.

The analysis process starts with open coding and ideally ends with selective coding. Re-coding A qualitative study
is the initial coding of a text after repeated and accurate reading of its materials. Meaningful units are introduced,
explained and named [2].

Axial (theoretical) coding Qualitative study, or indeed axial coding (second level of coding), is the name given to
the secondary operation in data-based analysis in which the main categories of open data coding are developed and
interrelated. [2]. At this stage, all open source code extracted from the first stage, based on the relationship with
the main concepts of research are summarized in the form of main axes. The output of this step is the axis code, the
corresponding code and the number of iterations. Based on this and according to the axial coding performed on the
qualitative study of the research, 42 concepts were identified.

Selective coding Qualitative study The third operation in GT analysis is selective coding. The term “selective” is
used for this stage because the analyst clearly selects and focuses on a central aspect of the data as the “core category”
[2]. In this stage, the central codes of the previous stage were grouped and the final table of variables and indicators
related to each of them was prepared from the perspective of experts and managers of the banking industry. In the
table related to the selected coding, the concepts related to each category and the frequency of their repetition are
mentioned. Accordingly, 42 identified concepts were classified into 6 categories.

In this section, the summary of the two methods (literature review and qualitative study) in the form of the final
research model and all its variables are presented in Table 1
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Table 1: Variables of the final research model (combination of two methods of thematic literature and qualitative research)

Row Variable Title Corresponding concepts

Technology Transfer Technology Infrastructure
Technology transfer software infrastructure
Timely risk identification systems
Risk assessment systems

1 CASUAL Improve alignment processes
Open technological systems
Information security under subsystems Research and development system
Funding required

2 INTERVENING Technology Transfer Technology Infrastructure Hardware technology transfer infrastructure
Level of knowledge of employees
Employee acceptance level
Ability to integrate information
Effective management processes
Obligations of senior managers
Project teams
Manpower training
Effective technology transfer management
Upstream documents of the Central Bank
Support from senior bank executives
Existence of required technologies in the banking system Transparency of rules

3 CONTEXTUAL Legal factors
Financial support
Political factors
Economic factors
Social support
Technology transfer planning
Organizational change management Design of technology-based processes

4 STRATEGY Creating the right infrastructure
Technology selection strategy
Technology transfer strategy
Technology application strategy
Effectiveness of technology transfer Technology transfer efficiency

5 RESULT Preparation and acceptance of technology transfer reduction in costs Increase revenues
6 PHENOMENON Object-Oriented technology transfer Technology-Base transfer

• Confirmatory factor analysis of structural model
The following model is the final model of this research, this model has been developed according to the conceptual
model and with the support of theoretical foundations, this model is in the state of path coefficients, which is
equivalent to the analysis of correlation coefficients. The following model summarizes the path coefficients. The
structural equation model shows the path coefficients, factor load, error values, and covariances of the obvious
variables in this study.

Figure 1: The following model is the final model of this study
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As specified in this model, the relationship between latent variables is presented unilaterally. This model also
plots the relationship between latent and observed variables. Finally, each of the error coefficients in this model
is specified. The values presented above the lines indicate the amount and intensity of the connection.

• Model fit indicators
The first criterion for judging the fit is the degree of freedom on the chi-square x2

df , this criterion is used for the

one-dimensionality of the structures and its value should be less than 3. x2

df = 829.53
312 = (2.658) that this value

is less than the value of 3 and the value of RMSEA = 0.044, which is less than 0.10. Also, other important
fitting indices are listed in the table below, respectively. As can be seen in Table 2, almost all indicators are
statistically sufficient, so it can be concluded with great confidence that the researcher has achieved a complete
fit for this indicator. And we can confidently analyze the details and graphic relations and test the hypotheses.

Table 2: Selection of important fit indicators of the final drawing model of the research

Indicators Indicators Acceptable fit value Abbreviation

Absolute fit Index

Covered surface CMIN/df <3 2.65 CMIN
Goodness of Fit GFI> %90 0.98 GFI

Adjusted Goodness of Fit AGFI> %90 0.96 AGFI
Root Mean Square Residual RMR < 0.08 0.077 RMR

Comparative Fit Index

None Normaed fit index NNFI> %90 0.96 NNFI
Normaed fit index NFI> %90 0.92 NFI

Comparative Fit Index CFI> %90 0.93 CFI
Relative Fit Index RFI> %90 0.98 RFI

Incremental Fit Index IFI> %90 0.98 IFI

ParsimonyNormed Fit
Parsimony Normed Fit Index PNFI > %90 0.71 PNFI

Root Mean Square Error ofApproximation RMSEA< %10 0.044 RMSEA

• Prioritization of indicators
In this section, based on the pairwise comparison questionnaire, the components are compared later,and given
in tables and diagrams .

Table 3: Pair comparison of intervening components

Transfer management Readiness Infrastructure Components
1 Infrastructure

1 2.36 Readiness
1 3.58 4.56 Transfer management

0.085 inconsistency rate

Table 4: Parallel comparison of causal components

provision of budget Process improvement Subsystem Infrastructure Components
1 Infrastructure

1 3.45 Subsystem
1 4.12 3.65 Process improvement

1 4.2 3.4 4.12 provision of budget
0.09 inconsistency rate

Table 5: Parallel comparison of strategy components

Process utilization transfer Selection Components
1 Selection

1 4.12 transfer
1 4.2 3.4 utilization

1 4.5 3.6 7.5 Process
0.08 inconsistency rate
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Table 6: Parallel comparison of contextual components

PESTLE Banking management Banking rules Components
1 Banking rules

1 3.18 Banking management
1 4.56 3.42 PESTLE

0.05 inconsistency rate

Table 7: Parallel comparison of outcome components

Effectiveness Performance Readiness Components
1 Readiness

1 4.12 Performance
1 3.5 3.18 Effectiveness

0.088 inconsistency rate

Table 8: Parallel comparison of the components of the central phenomenon

Internet-driven Technology-driven Components
1 Technology-driven

1 4.98 Internet-driven
0.0759 inconsistency rate

Figure 2: Parallel comparison of components

• Effective components
According to the results, components and subcomponents were presented to assess the risk of IoT-based tech-
nology transfer, which are presented in the following cases:

Sub-components of causal conditions: infrastructures (technology transfer technology infrastructure, tech-
nology transfer software infrastructure), subsystems (timely risk identification systems, risk assessment sys-
tems, open technological systems, research and development system, information security in Subsystems),
improve alignment processes, provide the required funding.

Interventional sub-components: infrastructure (technology transfer technology infrastructure, technology
technology transfer infrastructure, information integration capability), readiness and acceptance (staff
knowledge level, staff acceptance level, manpower training), transfer management (processes Effective man-
agement, senior management commitments, effective technology transfer management, project teams).
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Sub-components of underlying components: laws (upstream documents of the central bank, transparency
of laws), Pestle (existence of required technologies in the banking system, legal factors, financial support,
political factors, economic factors, social support), extra-bank management ( Support of senior banking
managers, technology transfer planning).

Results of Sub-components: Effectiveness (technology transfer effectiveness, cost reduction, revenue in-
crease), efficiency (technology transfer efficiency), technology transfer readiness and acceptance.

Sub-component of the main phenomenon: IoT technology transfer, technology transfer.

According to the results, the coefficient of importance of the components of the intervening dimension shows that
the components of attention to infrastructure (weight = 0.43), transfer management (weight = 0.35) and readiness
(weight = 0.21) have the highest and lowest coefficients of importance, respectively, are dedicated to themselves.
Also, in the coefficient of importance of the causal dimensions, it shows that the components of infrastructure
(weight = 0.30), process improvement (weight =0.29), subsystem (weight = 0.21) and budgeting [25] have the
highest and lowest coefficients of importance, respectively are dedicated to themselves. In the next section, in
discussing the coefficient of importance of the next components of the strategies, it shows that the components of
transfer (weight = 0.35), selection (weight =0.26), process (weight = 0.25), application (weight = 0.14) are the
highest and lowest, respectively Have the highest coefficient of importance. Also, the coefficient of importance
of the underlying components shows that the components of banking rules (weight = 0.43), PESTLE (weight
= 0.41), banking management (weight = 0.15) have the highest and lowest importance coefficients, respectively
. In the significance coefficient of the following components, the results show that the components of readiness
(weight = 0.39), effectiveness (weight = 0.35), efficiency (weight = 0.24) have the highest and lowest coefficients
of importance, respectively. In the coefficient of importance of the components of the central phenomenon shows
that the components of Internet-based (weight = 0.5), technology-oriented (weight = 0.5), respectively, have
equal priority.

• Scientific participation of study (contribution of this study in the development of science)
The final model of this research, which is in fact its most important output, is shown in Figure 3. As a result
of this research, the following model was presented, which is in fact the main innovation of this study, because
in this model, the factors affecting the risk transfer of technology transfer are mentioned by mentioning all
dimensions.
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6 Conclusion and Recommendations

� Social implications

One of the issues that can be considered in the discussion of risk assessment is the contract in the form of tech-
nology transfer technology infrastructure. Therefore, in this section, it is suggested that all the infrastructures
required for technology transfer be evaluated in terms of technological systems. In this section, software technol-
ogy transfer infrastructure has been considered as one of the most important factors in software infrastructure in
this regard. Therefore, it is very important to check the level of readiness of the existing software for technology
transfer.

Timely risk identification systems in this study have been considered as one of the causal factors in risk as-
sessment. Therefore, in order to assess any operational risk in the systems, it is necessary to invest in the risk
assessment systems so that the important assessment infrastructure and accurate sensors can be used to provide
alarm in various directions of project creation and development. Be implemented.

One of the issues that should be considered in all technology transfer routes is information security under
subsystems. To achieve this, all subsystems must be identified and in the next section, information security
must be implemented as a subsystem in all sections.

Continued use of research and development can help organizations to implement information security systems
as accurately as possible. In this area, research and development can be effective in identifying risk points.

One of the issues that should be considered in technology transfer is the knowledge of employees. Technology
transfer cannot be implemented without considering specialized knowledge. Therefore, in order to transfer
technology correctly in the first step, a level of underlying performance must be considered for this transfer. In
this regard, this can be achieved by feasibility study of staff knowledge.

The level of employee acceptance is very important in technology transfer. In fact, it is by accepting employ-
ees that technology can be transferred well. Therefore, before any technology transfer, the level of employee
acceptance in this regard should be well evaluated.

To achieve technology transfer, the ability to integrate information in all sectors must be well implemented. For
this issue, in the first step, the executive departments must identify the subsystems, and after identifying these
subsystems, using specialized APIs, establish a connection between the departments.

Commitments of senior managers to implement technology transfer and support these systems can be an effective
step in technology transfer.

The use of specialized project teams in different sectors can have a high impact on technology transfer perfor-
mance.

Training of specialized human resources in different parts of technology transfer can reduce the risk of this
transfer.

� Academic implications

Risk assessment systems need to be scrutinized in different areas so that a structure can be provided to improve
risk assessment .In this regard, the systems should be well analyzed in the risk assessment section and a technology
transfer system should be implemented in different sections.

One of the important strategies in risk assessment is the improvement of aligned systems. In this section,
it is necessary to identify all alignment systems in order to integrate the Internet of Things into all existing
infrastructures.

In risk assessment models, appropriate budgeting for projects should be created continuously so that it can
finally provide a good picture of the system in the financial departments and financial subsystems of the Internet
of Things.

Considering to effective management processes in different parts of technological systems can be effective in
creating coordination between all parts of these systems for technology transfer.

Timely IoT identification and risk assessment systems are reviewed and updates are always performed.

Create an environment for exploring IoT-related technological open systems and the security of financial systems.

� Limitations and future scope

Considering to the fact that this research has been conducted in a limited number of banks, it is recommended
that this research be reviewed in other public and private banks and compared with the results of this research.
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The importance of the role of cultural affairs in accepting technology transfer was examined on a theoretical
basis. It is recommended that interested researchers study this variable specifically in the field of technology
transfer risk assessment. In order to study more deeply and more accurately identify the different dimensions of
the model of this research, each of the components of the model can be studied and measured separately. The
focus of this research is on the Internet of Things, and it is suggested that research be conducted in the general
field of technology acceptance. A quantitative part of this research was the analysis of the points of view of
banking experts and managers. It is recommended to study this issue in future researches from the customers’
point of view. The focus of the study is about banks, but smaller-scale models may also be useful for financial
institutions to be able to resize to fit the size of any organization in the private or public enterprise.

The main limitation is obtaining unorientated (without direction) answers from banking managers and security
experts. For each interview, the researcher kept the interview unscheduled, and bank managers and security
experts were not allowed to view the questions before the interview. The questions were asked momentarily
during the discussion. Determining the scope made this study focus only on questions without deviating from
the topic. Lack of update technology transfer software infrastructure, Difficult access to expert bank staff and
managers to answer questions, Access to confidential data, Lack of update technology infrastructure due to
political factors and sanctions issues in the country, selected statistical population is limited. Although this
study has been inquired from expert bank staff and managers of the bank, but it cannot represent all expert
banking managers. Since it is difficult to adapt key factors from all security studies in the field of banking and
the Internet of Things, it cannot be assumed that all effective roles in information security in the Internet of
Things have been demonstrated in the banking area.
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