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Abstract

In this paper, two novel iteration algorithms called Jungck-DI-Noor-multistep and Jungck-DI-SP-multistep iterative
schemes are introduced and studied. Using their strong convergence, a common fixed point of nonself mappings was
achieved without any imposition of ’sum conditions’ on the control sequences. Further, we studied and proved the
stability results of our new iterative schemes in the setting of a real Hilbert space. Our results improve, generalize
and unify several known results currently in the literature.
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1 Introduction

Several real life problems of the form
Γ(x) = z (1.1)

arising from physical formulations can equivalently be transformed into a fixed point problem of the form

Γ(x) = x. (1.2)

The solution of (1.2) can be achieved using approximate fixed point theorem which, among other things, unlock the
information on existence or existence and uniqueness of fixed point of the original equation.

Let (Y, ρ) be a complete metric space and Γ : Y −→ Y a selfmap of Y . Suppose that FΓ = {q ∈ Y : Γq = q}
is the set of fixed points of Γ. Over the years, a lot of iterative schemes for which the fixed point of (1.2) could be
approximated has been developed and implemented in the current literature, see for example, [1], [2], [3], [6], [10], [11],
[17], [22], [25], [27], [38] and the references therein.

In [17], Jungck introduced and studied the following iterative scheme: Let Z be a Banach space, Y an arbitrary
set and S,Γ : Y −→ Z such that Γ(Y ) ⊆ S(Y ). For arbitrary x0 ∈ Y, the sequence {Sxn}∞n=0 defined by

Sxn+1 = Γxn, n = 1, 2, · · · (1.3)
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ia called Jungck iterative scheme. Subsequently, different authors have generalised (1.3) in different spaces. For
instance, Olaeru and Akewe [22] introduced and studied the following iteration algorithm for the approximation of
fixed points of a pair of generalised contractive-like operators without any assumption of injectivity on the operator
(their results were obtained using a pair of weakly compartible maps, S,Γ) in the setting of a real Banach space:

Let Z be a real Banch space, Y an arbitrary set and S,Γ : Y −→ Z two nonself mappings such that Γ(Y ) ⊆ S(Y ).
For x0 ∈ Y, define the sequence {Sxn}∞n=0 as follows

Sxn+1 = (1− αn)Sxn + αnΓt
1.
n ;

St1n = (1− γin)Sxn + γinΓt
i+1
n , i = 1, 2, · · · , k − 1

Stk−1
n = (1− γk−1

n )Sxn + γk−1
n Γxn, k ≥ 2, n ≥ 0,

(1.4)

where {αn}∞n=0, {γin}∞n=0, i = 1, 2, · · · , k−1 are real sequences in [0, 1] such that
∑∞

n=0 = ∞. The iterative scheme (1.4)
is called Jungck-multistep iterative scheme. Note that Jungck-multistep iterative scheme (1.4) includes, as special cases,
the following iteration algorithms: Jungck-Noor [21], Jungck-lshikawa [25] and Jungck-Mann [38] iterative schemes.

Recently, Akewe and Mogbademu [4] introduced, studied and proved convergence and stability results of more
general iterative schemes of the Jungck-Kirk-type in the following way: Let Z be a real Banach space, Y an arbitrary
set and S,Γ : Y −→ Z two nonself mappings such that Γ(Y ) ⊆ S(Y ). For x0 ∈ Y, define the sequence {Sxn}∞n=0 in
the sense of Kirk [18] as follows:

Sxn+1 = αn,0Sxn +
∑ℓ1

i=1 αn,iΓ
it1.n ,

∑ℓ1
i=1 αn,i = 1;

Stjn = γin,0Sxn +
∑ℓ1+1

i=1 γ
j
n,iΓt

j+1
n ,

∑ℓ1+1

i=1 γ
j
n,i, j = 1, 2, · · · , k − 1

Stk−1
n =

∑ℓk
i=0 γ

k−1
n Γixn,

∑ℓk
i=0 γ

k−1
n = 1, k ≥ 2, n ≥ 0

(1.5)

and 
Sxn+1 = αn,0St

1
n +

∑ℓ1
i=1 αn,iΓ

it1.n ,
∑ℓ1

i=1 αn,i = 1;

Stjn = γin,0St
j+1
n +

∑ℓ1+1

i=1 γ
j
n,iΓt

j+1
n ,

∑ℓ1+1

i=1 γ
j
n,i, j = 1, 2, · · · , k − 1

Stk−1
n =

∑ℓk
i=0 γ

k−1
n Γixn,

∑ℓk
i=0 γ

k−1
n = 1, k ≥ 2, n ≥ 0,

(1.6)

where ℓ1 ≥ ℓ2 ≥ ℓ3 ≥ · · · ≥ ℓk, for each j, αn,i ≥ 0, αn,0 ̸= 0, γjn,i ≥ 0, γn,0 ̸= 0, for each j, αn,i, γ
i
n,j ∈ [0, 1] for

each j and ℓi, ℓk are fixed integers (for each j). They called (1.5) and (1.6) Jungck-Kirk-multistep-Noor and Jungck-
Kirk-multistep-SP iterative schemes, respectively. Again, we note that (1.5) includes Jungck-Kirk-Noor, Jungck-Kirk-
lshikawa and Jungck-Mann iterative schemes. Indeed, if k = 3 in (1.5), we get Jungck-Kirk-Noor [22]; if k = 2 in (1.5),
we obtain Jungck-Kirk-lshikawa [23] and if k = 2 and ℓ2 = 0 in (1.5), we have Jungck-Kirk-Mann [23] iterative schemes.

Stability results on Γ-stable (which is paramount in practical sense) was initiated by Ostrowski [30], in which case
he proved that Picard’s iterative scheme is stable under Banach contractive condition. Afterwards, Osilike et al [28]
improved this result on S,Γ-stable as follows:

Let Z be a real Banach space, Y an arbitrary set, z a coincidence point of S and Γ. Let S,Γ : Y −→ Z such that
S(Y ) ⊆ Γ(Y ). For every x0 ∈ Y, let the sequence {Sxn}∞n=0 generated by

Sxn+1 = f(Γxn), n ≥ 0 (1.7)

converge to q. Suppose that {zn}∞n=0 ⊂ Z be an arbitrary sequence and put ϵn = d(Szn, f(Γ, xn)), n = 1, 2, · · · . Then,
the iterative sequence (1.7) will be called (S,Γ)-stable if and only if ϵn → 0 as n→ ∞ implies that Szn → q as n→ ∞.
For more information on the stability of different iterative schemes in different spaces, interested readers should consult
[6], [8], [10], [12], [15], [25], [26], [28], [30], [31], [32], [38] and the references therein.

Remark 1.1. Interesting and remarkable as the above results and their inclusions seem, one, however, wonders the
implications of the sum conditions (

∑ℓ1
i=1 αn,i = 1 and∑ℓ1+1

i=1 γ
j
n,i = 1, where j = 1, 2, · · · , k − 1, ℓ1 ≥ ℓ2 ≥ ℓ3 ≥ · · · ≥ ℓk, for each j, αn,i ≥ 0, αn,0 ̸= 0, γjn,i ≥ 0, γn,0 ̸= 0, for

each j, αn,i, γ
i
n,j ∈ [0, 1]) . For instance, the sum condition implies that

1. for large ℓk, k ≥ 1, one has to choose different points of the sequences {αn,i}∞n=0 and {γjn,i}∞n=0 that would

guarantee instant generation of such a finite family of control sequences such that
∑ℓ1

i=1 αn,i = 1 and
∑ℓ1+1

i=1 γ
j
n,i =

1 which might be almost impossible and
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2. one has to make adrquate provision of computing time and memory space for the computation and storage of

the bulky, complex and windy task of generating
∑ℓ1

i=1 αn,i = 1 and
∑ℓ1+1

i=1 γ
j
n,i = 1, which invariably leads to

enormous computational cost.

In an attempt to solve the above challenges enlisted in Remark 1.1, the following question ensued:

Can one construct more efficient and cost effective iterative schemes that would guarantee the results in [4] without

imposing the sum conditions (
∑ℓ1

i=1 αn,i = 1 and
∑ℓ1+1

i=1 γ
j
n,i = 1) on the control parameters?

Inspired and moltivated by the above challenges raised in Remark 1.1, the aim of this paper is to provide an
affirmative answer to Question 1.1 using the method of linear combination of products introduced in [16].

2 Preliminary

The following definitions, lemmas and propositions will be needed to prove our main results.

Definition 2.1. (see [30]) Let (Y, d) be a metric space and let Γ : Y −→ Y be a self-map of Y . Let {xn}∞n=0 ⊆ Y
be a sequence generated by an iteration scheme

xn+1 = g(Γ, xn), (2.1)

where x0 ∈ Y is the initial approximation and g is some function. Suppeose {xn}∞n=0 converges to a fixed point q of Γ.
Let {tn}∞n=0 ⊆ Y be an arbitrary sequence and set ϵn = d(tn, g(Γ, tn)), n = 1, 2, · · · Then, the iteration scheme (2.1)
is called Γ-stable if and only if limn→∞ ϵn = 0 implies limn→∞ yn = q.

Note that in practice, the sequence {tn}∞n=0 could be obtained in the following manner: let x0 ∈ Y . Set xn+1 = g(Γ, xn)
and let t0 = x0. Now, x1 = g(Γ, x0) because of rounding in the function Γ, and a new value t1 (approximately equal to
x1) might be calculated to give t2, an approximate value of g(Γ, t1). The procedure is continued to yield the sequence
{tn}∞n=0, an approximate sequence of {xn}∞n=0.

Definition 2.2. Let Z be a Banach space and Y an arbitrary set. Let Γ, S : Y −→ Z be two nonself mappings such
that S(Y ) ⊆ Γ(Y ). A point q ∈ Z ia said to be a coincident point of a pair of self maps Γ, S if there exists a point
p(called a point of coincidence) in Z such that p = Sq = Γq. Γ, S (considered as self maps) are weakly compartible if
they commute at their coincident points; that is, if Sq = Γq for some q ∈ Z, then SΓq = ΓSq.

Definition 2.3. Let Z be a Banach space and Y an arbitrary set. Let Γ, S : Y −→ Z be two nonself mappings such
that S(Y ) ⊆ Γ(Y ) and S(Y ) is a complete subspace of Z. For z, t ∈ Y and γ ∈ (0, 1), we get

∥Γz − Γt∥ ≤ γmax

{
∥Sz − St∥, ∥Sz − Γz∥+ ∥St− Γt∥

2
,
∥Sz − Γt∥+ ∥St− Γz∥

2

}
(2.2)

∥Γx− Γy∥ ≤ γmax

{
∥Sz − St∥, ∥SxzΓz∥+ ∥St− Γt∥

2
, ∥Sz − Γt∥, ∥St− Γz∥

}
(2.3)

There exists a real number δ ∈ [0, 1) and L > 0 such that for every z, t ∈ Y, the inequality

∥Γz − Γt∥ ≤ δ∥Sz − St∥+ L∥Sz − Γz∥ (2.4)

holds.
There exists a real number δ ∈ [0, 1) and a monotone increasing function ϕ : R+ −→ R+ such that ϕ(0) = 0 and

for every z, t ∈ Y , the inequality

∥Γz − Γt∥ ≤ δ∥Sz − St∥+ ϕ(∥Sz − Γz∥)
1 +M∥Sz − Γt∥

(2.5)
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∥Γz − Γt∥ ≤ δ∥Sz − St∥+ ϕ(∥Sz − Γz∥) (2.6)

It is shown in (Proposition 1, [22]) that (2.2)-(2.6) are related in the following manner:

(2.2) ⇒ (2.3) ⇒ (2.4) ⇒ (2.5) ⇒ (2.6) (2.7)

However, the converses of (2.7) are not true; see, for example, [22] for further details.

Lemma 2.4. (see, e.g., [6]) Let {τn}∞n=0 be a sequence of positive numbers such that τn → 0 as n→ ∞. For 0 ≤ δ < 1,
let {wn}∞n=0 be a sequence of positive numbers satisfying wn+1 ≤ δwn + τn, n = 0, 1, 2, · · · Then, wn → 0 as n→ ∞.

Lemma 2.5. (see, e.g., [27]) Let (Y, ∥ .∥) be a normed space, the self-map Γ : Y −→ Y satisfies (2.2) and ψ :
R+ −→ R+ be a monotone increasing subadditive function such that ψ(0) = 0, ψ(Mt) =Mψ(t),M ≥ 0, t ∈ R+. Then,
∀i ∈ N and ∀s, t ∈ Y, we have

∥Γjs− Γjt∥ ≤ ρj∥s− t∥+
j∑

i=0

(
j

i

)
ρj−1ϕ(∥s− Γs∥). (2.8)

Lemma 2.6. (see, e.g, [22]) Let (Z, ∥.∥) be a normed linear space and Γ, S : Y −→ Z be nonself maps of Z satisfying
(2.2) such tha S(Y ) ⊆ Γ(Y ), ∥S2x − Γ(Sx)∥ ≤ ∥Sx − Γy∥,∀x ∈ Y and ∀x, y ∈ Y, ∥S2x − Sy∥ ≤ ∥Sx − Sy∥. Let
ϕ : R+ −→ R+ be a sublinear, monotone increasing function such that ϕ(0) = 0. Let z be the coincident point of
S,Γ, Si,Γi(i.e, Sz = Γz = p and Siz = Γiz = p). Then, ∀j ∈ N, L ≥ 0, and ∀x, y ∈ Y, the inequality

∥Six− Siy∥ ≤ νj∥Γx− Γy∥+
j∑

i=0

(
j

i

)
νj−iϕ(∥Sx− Γy∥) (2.9)

holds.

Proposition 2.7. (see, e.g., [16]) Let {αi}∞i=1 ⊆ N be a countable subset of the set of real numbers R, where k is a
fixed nonnegative integer and NN is any integer with k + 1 ≤ N. Then, the following holds:

αk +

N∑
i=k+1

αi

i−1∏
j=k

(1− αj) +

N∏
j=k

(1− αj) = 1. (2.10)

Proposition 2.8. (see, e.g., [16]) Let t, u and v be arbitrary elements of a real Hilbert space H. Let k be any fixed
nonnegetive integer and N ∈ N be such that k + 1 ≤ N. Let {vi}N−1

i=1 ⊆ H and {αi}Ni=1 ⊆ [0, 1] be a countable finite
subset of H and R, respectively. Define

y = αkt+

N∑
i=k+1

αi

i−1∏
j=k

(1− αj)vi−1 +

N∏
j=k

(1− αj)v.

Then,

∥y − u∥2 = αk∥t− u∥2 +
N∑

i=k+1

αi

i−1∏
j=k

(1− αj)∥vi−1 − u∥2 +
N∏

j=k

(1− αj)∥v − u∥2

−αk

[ N∑
i=k+1

αi

i−1∏
j=k

(1− αj)∥t− vi−1∥2 +
i−1∏
j=k

(1− αj)∥t− v∥2
]

−(1− αk)
[ N∑
i=k+1

αi

i−1∏
j=k

(1− αj)∥vi−1 − (αi+1 + wi+1)∥2

+αN

i−1∏
j=k

(1− αj)∥v − vN−1∥2
]
,

where wk =
∑N

i=k+1 αi

∏i−1
j=k(1− αj)vi−1 +

∏i−1
j=k(1− αj)v, k = 1, 2, · · · , N and wn = (1− cn)v.
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3 Main Results I

Let D be a nonempty subset of a real Banach space E, S,Γ : D −→ E nonself commuting maps of D with
Γ(D) ⊆ S(D) and x0 ∈ D- Then, the sequence {Γxn}∞n=0 defined by

Γxn+1 = δn,1Γxn +
∑ℓ1

j=2 δn,j
∏j−1

i=1 (1− δn,i)S
j−1y1n +

∏ℓ1
i=1(1− δn,p)S

ℓ1y1n;

Γysn = Γαs
n,1xn +

∑ℓs+1

j=2 γn,t
∏j−1

i=1 (1− αs
n,i)S

j−1ys+1
n +

∏ℓs+1

i=1 (1− αn,i)S
ℓs+1ys+1

n ;

Γyk−1
n =

∑ℓk
j=1 α

k−1
n,j

∏j−1
i=1 (1− αk−1

n,i )Sj−1xn +
∏ℓk

i=1(1− αk−1
n,i )Sℓkxn, n ≥ 0, k ≥ 2,

(3.1)

and 
Γxn+1 = δn,1Γy

1
n +

∑ℓ1
j=2 δn,j

∏j−1
i=1 (1− δn,i)S

j−1y1n +
∏ℓ1

i=1(1− δn,p)S
ℓ1y1n;

Γysn = Γαs
n,1y

s+1
n +

∑ℓs+1

j=2 γn,t
∏j−1

i=1 (1− αs
n,i)S

j−1ys+1
n +

∏ℓs+1

i=1 (1− αn,i)S
ℓs+1ys+1

n ;

Γyk−1
n =

∑ℓk
j=1 α

k−1
n,j

∏j−1
i=1 (1− αk−1

n,i )Sj−1xn +
∏ℓk

i=1(1− αk−1
n,i )Sℓkxn, n ≥ 0, k ≥ 2,

(3.2)

where {{δn,i}∞n=0}
ℓk
i=1, {{αn,i}∞n=0}

ℓk
i=1 are countable finite family of real sequences in [0, 1] for each i, ℓ1 ≥ ℓ2 ≥ · · · ≥ ℓk

and ℓ1, ℓ2, · · · , ℓk ∈ N, for each k shall be called the Jungck-IH-multistep-Noor iterative scheme and Jungck-DI-
multistep-SP iterative scheme respectively.

Remark 3.1. Jungck-IH-multistep-Noor iterative scheme (3.1) and Jungck-DI-multistep-SP iterative scheme (3.2) are
generalisations of Jungck-IH-Noor ( Jungck-IH-Ishikawa and Jungck-IH-Mann) and Jungck-DI-SP iterative schemes.
Indeed, if k = 3 in (3.1), we obtain Jungck-IH-Noor iterative scheme. If k = 2 in (3.1), we get Jungck-IH-Ishikawa
iterative scheme and if k = 2 and ℓ2 = 0 in (3.1), we get Jungck-IH-Mann iterative scheme. Again, if k = 3 in (3.2),
we obtain Jungck-DI-SP iterative scheme.

Theorem 3.2. Let H be a real Hilbert space and S,Γ : D −→ H nonself commuting mappings for an arbitrary set
D satisfying the contractive condition

∥Sj−1x− Sj−1y∥ ≤ νj∥Γx− Γy∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sx− Γx∥), (3.3)

with Γ(D) ⊆ S(D), where 2 ≤ j ∈ N, x, y ∈ D, 0 ≤ νi < 1, and let ϕ : R+ −→ R+ be a subadditive monotone increasing
function with ϕ(0) = 0 and ϕ(Mt) = Mϕ(t),M ≥ 0, t ∈ R+. Let z be a coincidence point of Γ, S,Γi, Si(i.e, Γz =
Sz = q and Γiz = Siz = q). For arbitrary x0 ∈ D, the Jungck-IH-multistep-Noor iterative scheme defined by (3.1)
converges strongly to q. Further, if D = H and Γ, S commute at q (that is, Γ and S are weakly compartible), then q
is the unique common fixed point of Γ and S.

Proof . Using (3.1), Lemma 2.1 and Proposition 2.4 with Γxn+1 = y, u = q,Γxn = t, k = 1, Sj−1y1n = vj−1 and S
ℓ1y1n,

we get

∥Γxn+1 − q∥2 ≤ δn,1∥Γxn − q∥2 +
ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)∥Sj−1y1n − Sj−1q∥2

+

ℓ1∏
i=1

(1− δn,i)∥Sℓ1y1n − Sℓ1y1n∥2 (3.4)

Using (3.3), with y1n = y, we get

∥Sj−1y1n − Sj−1q∥ ≤ νj∥Γy1n − Γz∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sz − Γz∥)

= νj∥Γy1n − Γz∥ (3.5)
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(3.4) and (3.5) imply that

∥Γxn+1 − q∥2 ≤ δn,1∥Γxn − q∥2 +
ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)(ν
j)2∥Γy1n − Γz∥2 +

ℓ1∏
i=1

(1− δn,i)(ν
j)2∥Γy1n − Γz∥2,

which by Proposition 2.3 yields

∥Γxn+1 − q∥2 ≤ δn,1∥Γxn − q∥2 + (1− δn,1 −
j−1∏
i=1

(1− δn,i)(ν
j)2)∥Γy1n − q∥2 +

ℓ1∏
i=1

(1− δn,i)(ν
j)2∥Γy1n − q∥2

= δn,1∥Γxn − q∥2 + (1− δn,1)∥Γy1n − q∥2 (3.6)

In view of the fact that ℓ1, ℓ2, · · · , ℓk are fixed integers and αs
n,i ∈ [0, 1] for each s, we obtain the following estimates

for n = 1, 2, · · · and 1 ≤ s ≤ k − 1 using Propositions [ 2.3 and 2.4]:

∥Γy1n − q∥2 ≤ α1
n,1∥Γxn − q∥2 +

ℓ2∑
i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)∥Sj−1y2n − Sj−1z∥2 +

ℓ2∏
i=1

(1− α1
n,i)∥Sℓ2y2n − Sℓ2z∥2

≤ α1
n,1∥Γxn − q∥2 +

ℓ2∑
i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2∥Γy2n − q∥2

+

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2∥Γy2n − q∥2 (by (3.4) with y1n = y2n)

= α1
n,1∥Γxn − q∥2 +

( ℓ2∑
i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)
∥Γy2n − q∥2

≤ α1
n,1∥Γxn − q∥2 +

( ℓ2∑
i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
[
α2
n,1∥Γxn − q∥2 +

ℓ3∑
i=1

α2
n,j

j−1∏
i=1

(1− α2
n,i)∥Sj−1y3n − Sj−1z∥2 +

ℓ3∏
i=1

(1− α2
n,i)∥Sℓ3y3n − Sℓ3z∥2

]
≤ α1

n,1∥Γxn − q∥2 +
( ℓ2∑

i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
(
α2
n,1∥Γxn − q∥2 +

ℓ3∑
i=1

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)

×∥Γy3n − q∥2 (by (3.4) with y1n = y3n)

≤ α1
n,1∥Γxn − q∥2 +

( ℓ2∑
i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)
α2
n,1

×∥Γxn − q∥2 +
( ℓ2∑

i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
( ℓ3∑

i=1

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)

×
[
α3
n,1∥Γxn − q∥2 +

ℓ4∑
i=1

α3
n,j

j−1∏
i=1

(1− α3
n,i)∥Sj−1y4n − Sj−1z∥2

+

ℓ4∏
i=1

(1− α3
n,i)∥Sℓ4y4n − Sℓ4z∥2

]
≤ α1

n,1∥Γxn − q∥2 +
( ℓ2∑

i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)
α2
n,1
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×∥Γxn − q∥2 +
( ℓ2∑

i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
( ℓ3∑

i=1

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)
α3
n,1∥Γxn − q∥2

+
( ℓ2∑

i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
( ℓ3∑

i=1

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)

×
( ℓ4∑

i=1

α3
n,j

j−1∏
i=1

(1− α3
n,i)(ν

j)2 +

ℓ4∏
i=1

(1− α3
n,i)(ν

j)2
)
∥Γy4n − q∥2 (by (3.4) with y1n = y4n)

≤ α1
n,1∥Γxn − q∥2 +

( ℓ2∑
i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)
α2
n,1

×∥Γxn − q∥2 +
( ℓ2∑

i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
( ℓ3∑

i=1

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)
α3
n,1∥Γxn − q∥2

+
( ℓ2∑

i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
( ℓ3∑

i=1

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)

×
( ℓ4∑

i=1

α3
n,j

j−1∏
i=1

(1− α3
n,i)(ν

j)2 +

ℓ4∏
i=1

(1− α3
n,i)(ν

j)2
)
∥Γxn − q∥2 + · · ·

+
( ℓ2∑

i=1

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
( ℓ3∑

i=1

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)

×
( ℓ4∑

i=1

α3
n,j

j−1∏
i=1

(1− α3
n,i)(ν

j)2 +

ℓ4∏
i=1

(1− α3
n,i)(ν

j)2
)
× · · ·

×
( ℓs−1∑

i=1

α
ℓs−2

n,j

j−1∏
i=1

(1− α
ℓs−2

n,i )(νj)2 +

ℓs−1∏
i=1

(1− α
ℓs−2

n,i )(νj)2
)

×
( ℓs∑

i=1

α
ℓs−1

n,j

j−1∏
i=1

(1− α
ℓs−1

n,i )(νj)2 +

ℓs∏
i=1

(1− α
ℓs−1

n,i )(νj)2
)
αs
n,1∥Γxn − q∥2

≤ α1
n,1∥Γxn − q∥2 + α2

n,1(1− α1
n,i)(ν

j)2∥Γxn − q∥2 + α3
n,1(1− α1

n,i)(1− α2
n,i)(ν

j)4∥Γxn − q∥2

+α4
n,1(1− α1

n,i)(1− α2
n,i)(1− α3

n,i)(ν
j)6∥Γxn − q∥2 + · · ·+ αs

n,1(1− α1
n,i)(1− α2

n,i)(1− α3
n,i)

× · · · × (1− α
ℓs−2

n,i )(1− α
ℓs−1

n,i )(νj)2m∥Γxn − q∥2

<
[
α1
n,1 + α2

n,1(1− α1
n,i) + α3

n,1(1− α1
n,i)(1− α2

n,i) + α4
n,1(1− α1

n,i)(1− α2
n,i)(1− α3

n,i)

+ · · ·+ αs
n,1(1− α1

n,i)(1− α2
n,i)(1− α3

n,i)× · · · × (1− α
ℓs−2

n,i )(1− α
ℓs−1

n,i )
]

×∥Γxn − q∥2

(3.7)
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(3.7) is valid since Γz = Sz = q, νj ∈ (0, 1] and ϕ(0) = 0.
From (3.6) and (3.7), we obtain

∥Γxn+1 − q∥2 ≤

{
δn,1 + (1− δn,1)

[
α1
n,1 + α2

n,1(1− α1
n,i) + α3

n,1(1− α1
n,i)(1− α2

n,i)

+α4
n,1(1− α1

n,i)(1− α2
n,i)(1− α3

n,i) + · · ·+ αs
n,1(1− α1

n,i)(1− α2
n,i)(1− α3

n,i)

× · · · × (1− α
ℓs−2

n,i )(1− α
ℓs−1

n,i )
]}

∥Γxn − q∥2

<
[
δn,1 + (1− δn,1)α

1
n,1 + (1− δn,1)(1− α1

n,i) + (1− δn,1)(1− α1
n,i)(1− α2

n,i)

+(1− δn,1)(1− α1
n,i)(1− α2

n,i)(1− α3
n,i) + · · ·+ (1− δn,1)(1− α1

n,i)(1− α2
n,i)

×(1− α3
n,i)× · · · × (1− α

ℓs−2

n,i )(1− α
ℓs−1

n,i )
]
∥Γxn − q∥2 (3.8)

By Lemma 2.1, we get, using (3.8), that the sequence {Γxn}∞n=0 converges strongly to q.
Next, we show that q is unique. Assume, for contradiction, that there is another point of coincidence q⋆. Then,

we can find a point z⋆ ∈ H such that Γz⋆ = Sz⋆ = q⋆. Consequently, by (3.3), we obtain

∥z − z⋆∥ = ∥Sj−1z − Sj−1z⋆∥ ≤ νj∥Γz − Γz⋆∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sz − Γz∥). (3.9)

It follows from (3.9) that (1− νj)∥z − z⋆∥ ≤ 0, so that z = z⋆(since νj ∈ (0, 1]). Hence, q is unique.
Furthermore, since Γ and S are weakly compatible, it follows that ΓSz = SΓz. Thus, Γq = Sq so that q is

a coincidence point of Γ and S. Again, since the coincidence point is unique, it follows that q = z and hence,
Γq = Sq = q. Thus, q is the unique common fixed point of Γ and S, and this proof is completed.

The corollary below immediately follows from Theorem 3.1. □

Corollary 3.3. Let H be a real Hilbert space and S,Γ : D −→ H nonself commuting mappings for an arbitrary set
D satisfying the contractive condition

∥Sj−1x− Sj−1y∥ ≤ νj∥Γx− Γy∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sx− Γx∥), (3.10)

with Γ(D) ⊆ S(D), where 2 ≤ j ∈ N, x, y ∈ D, 0 ≤ νi < 1, and let ϕ : R+ −→ R+ be a subadditive monotone increasing
function with ϕ(0) = 0 and ϕ(Mt) = Mϕ(t),M ≥ 0, t ∈ R+. Let z be a coincidence point of Γ, S,Γi, Si(i.e, Γz =
Sz = q and Γiz = Siz = q). For arbitrary x0 ∈ D,

(i) the Jungck-IH-Noor iterative scheme converges strongly to q;

(ii) the Jungck-IH-Ishikawa iterative scheme converges strongly to q;

(iii) the Jungck-IH-Mann iterative scheme converges strongly to q

In addition, if D = H and Γ, S commute at q (that is, Γ and S are weakly compartible), then q is the unique common
fixed point of Γ and S.

Theorem 3.4. Let H be a real Hilbert space and S,Γ : D −→ H nonself commuting mappings for an arbitrary set
D satisfying the contractive condition

∥Sj−1x− Sj−1y∥ ≤ νj∥Γx− Γy∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sx− Γx∥), (3.11)

with Γ(D) ⊆ S(D), where 2 ≤ j ∈ N, x, y ∈ D, 0 ≤ νi < 1, and let ϕ : R+ −→ R+ be a subadditive monotone increasing
function with ϕ(0) = 0 and ϕ(Mt) =Mϕ(t),M ≥ 0, t ∈ R+. Let z be a coincidence point of Γ, S,Γi, Si(i.e, Γz = Sz =
q and Γiz = Siz = q). For arbitrary x0 ∈ D, the Jungck-DI-multistep-SP iterative scheme defined by (3.2) converges
strongly to q. If, in addition, D = H and Γ, S commute at q (that is, Γ and S are weakly compartible), then q is the
unique common fixed point of Γ and S.



A novel approach for convergence and stability of Jungck-Kirk-Type algorithms for common fixed point problems305

Proof . Using similar approach as in the proof of Theorem 3.1, the result of Theorem 3.2 follows immeately. □

Corollary 3.5. Let H be a real Hilbert space and S,Γ : D −→ H nonself commuting mappings for an arbitrary set
D satisfying the contractive condition

∥Sj−1x− Sj−1y∥ ≤ νj∥Γx− Γy∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sx− Γx∥), (3.12)

with Γ(D) ⊆ S(D), where 2 ≤ j ∈ N, x, y ∈ D, 0 ≤ νi < 1, and let ϕ : R+ −→ R+ be a subadditive monotone increasing
function with ϕ(0) = 0 and ϕ(Mt) =Mϕ(t),M ≥ 0, t ∈ R+. Let z be a coincidence point of Γ, S,Γi, Si(i.e, Γz = Sz =
q and Γiz = Siz = q). For arbitrary x0 ∈ D, the Jungck-DI-SP iterative scheme defined by (3.2) converges strongly
to q. If, in addition, D = H and Γ, S commute at q (that is, Γ and S are weakly compartible), then q is the unique
common fixed point of Γ and S.

4 Main Results II

Theorem 4.1. Let H be a real Hilbert space and S,Γ : D −→ H nonself commuting mappings for an arbitrary set
D satisfying the contractive condition

∥Sj−1x− Sj−1y∥ ≤ νj∥Γx− Γy∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sx− Γx∥), (4.1)

with Γ(D) ⊆ S(D), where 2 ≤ j ∈ N, x, y ∈ D, 0 ≤ νi < 1, and let ϕ : R+ −→ R+ be a subadditive monotone increasing
function with ϕ(0) = 0 and ϕ(Mt) = Mϕ(t),M ≥ 0, t ∈ R+. Let z be a coincidence point of Γ, S,Γi, Si(i.e, Γz =
Sz = q and Γiz = Siz = q). For arbitrary x0 ∈ D, let {Γxn}∞n=0 be the Jungck-DI-multistep-SP iterative scheme
(3.2) converging strongly to q (i.e,Γq = Sq = q and Γj−1q =j−1 q = q) with 0 < δ < δn,i, 0 < α < αs

n,i, for i =
1, 2, · · · , k − 1 and for all n. Then, the iterative scheme defined by (3.2) is Γ, S-stable.

Proof . Let {Γzn}∞n=0 and {Γt1n}∞n=0 , for i = 1, 2, · · · , k − 1, be two arbitrary real sequences in H. Let

ϵn = ∥Γzn+1 − δn,1Γt
1
n −

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n −

ℓ1∏
i=1

(1− δn,i)S
ℓ1t1n∥2, n ≥ 1, (4.2)

where, for s = 1, 2, · · · , k − 1,

Γtsn = αs
n,1Γt

s+1
n +

ℓs+1∑
j=2

αs
n,j

j−1∏
i=1

(1− αs
n,i)S

j−1ts+1
n +

ℓs+1∏
i=1

(1− αs
n,i)S

ℓs+1ts+1
n (4.3)

and for k ≥ 2,

Γtk−1
n =

ℓk∑
j=1

αk−1
n,j

j−1∏
i=1

(1− αk−1
n,i )Sj−1zn +

ℓk∏
i=1

(1− αk−1
n,i )Sℓkzn, n ≥ 1, (4.4)

and let ϵn → 0 as n → ∞. Then, we show that Γzn → q as n → ∞ using the contractive mapping for which (4.1)
holds.

Now, from Proposition 2.4, with u = q,Γt1n = t, k = 1,Γℓ1t1n = v, Sj−1t1n = vj−1, we have the following estimates:

∥Γzn+1 − q∥2 ≤ ∥δn,1Γt1n +

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n +

ℓ1∏
i=1

(1− δn,i)S
ℓ1t1n − q

−
[
δn,1Γt

1
n +

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n +

ℓ1∏
i=1

(1− δn,i)S
ℓ1t1n − Γzn+1

]
∥2

≤ ∥δn,1Γt1n +

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n +

ℓ1∏
i=1

(1− δn,i)S
ℓ1t1n − q∥2

+∥ −
[
Γzn+1 − δn,1Γt

1
n −

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n −

ℓ1∏
i=1

(1− δn,i)S
ℓ1t1n

]
∥2
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= ∥δn,1Γt1n +

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n +

ℓ1∏
i=1

(1− δn,i)S
ℓ1t1n − q∥2

+∥Γzn+1 − δn,1Γt
1
n −

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n −

ℓ1∏
i=1

(1− δn,i)S
ℓ1t1n∥2

= ϵn + ∥δn,1Γt1n +

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n +

ℓ1∏
i=1

(1− δn,i)S
ℓ1t1n − q∥2

≤ ϵn + δn,1∥Γt1n − q∥2 +
ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)∥Sj−1t1n − q∥2 +
ℓ1∏
i=1

(1− δn,i)∥Sℓ1t1n − q∥2 (4.5)

But, from (4.1), with t1n = y, we get

∥Sj−1t1n − Sj−1q∥ ≤ νj∥Γt1n − Γz∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sz − Γz∥)

= νj∥Γt1n − q∥ (4.6)

Since, from (4.6) with t1n = t2n, ∥Sj−1t2n − Sj−1q∥ ≤ νj∥Γt2n − q∥, it follows that

∥Γt1n − q∥2 = ∥α1
n,1Γt

2
n +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)S

j−1t2n +

ℓ2∏
i=1

(1− α1
n,i)S

ℓ2t2n − q∥2

≤ α1
n,1∥Γt2n − q∥2 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)∥Sj−1t2n − q∥2 +

ℓ2∏
i=1

(1− α1
n,i)∥Sℓ2t2n − q∥2

≤
(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)
∥Γt2n − q∥2

=
(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×∥α2
n,1Γt

3
n +

ℓ3∑
j=2

α2
n,j

j−1∏
i=1

(1− α2
n,i)S

j−1t3n +

ℓ3∏
i=1

(1− α3
n,i)S

ℓ3t3n − q∥2

≤
(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)[
α2
n,1∥Γt3n − q∥2

+

ℓ3∑
j=2

α2
n,j

j−1∏
i=1

(1− α2
n,i)∥Sj−1t3n − q∥2 +

ℓ3∏
i=1

(1− α2
n,i)∥Sℓ3t3n − q∥2

]

≤
(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)
×
(
α2
n,1 +

ℓ3∑
j=2

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2
)

+

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)
∥t3n − q∥2 (by (4.6) with t1n = t3n)

≤
(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
(
α2
n,1 +

ℓ2∑
j=2

αn,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)[
α3
n,1∥Γt4n − q∥2

+

ℓ4∑
j=2

αn,j

j−1∏
i=1

(1− α3
n,i)∥Sj−1t4n − q∥2 +

ℓ4∏
i=1

(1− αn,i)∥Sℓ4t4n − q∥2
]
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≤
(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
(
α2
n,1 +

ℓ2∑
j=2

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)

×
(
α3
n,1 +

ℓ4∑
j=2

α3
n,j

j−1∏
i=1

(1− α3
n,i)(ν

j)2 +

ℓ4∏
i=1

(1− α3
n,i)(ν

j)2
)

×∥t4n − q∥2 (by (4.6) with t1n = t4n)

≤
(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
(
α2
n,1 +

ℓ2∑
j=2

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)

×
(
α3
n,1 +

ℓ4∑
j=2

α3
n,j

j−1∏
i=1

(1− α3
n,i)(ν

j)2 +

ℓ4∏
i=1

(1− α3
n,i)(ν

j)2
)

× · · · ×
(
αk−2
n,1 +

ℓk−1∑
j=2

αk−2
n,j

j−1∏
i=1

(1− αk−2
n,i )(νj)2 +

ℓk−1∏
i=1

(1− αk−2
n,i )(νj)2

)

×
(
αk−1
n,1 +

ℓk∑
j=2

αk−1
n,j

j−1∏
i=1

(1− αk−1
n,i )(νj)2 +

ℓk∏
i=1

(1− αk−1
n,i )(νj)2

)
×∥Γzn − q∥2 (4.7)

Note that (4.7) is valid since Γq = Sq = q and ϕ(0) = 0.
(4.5), (4.6) and (4.7) imply

∥Γzn+1 − q∥2 ≤ ϵn +
(
δ1n,1 +

ℓ1∑
j=2

δ1n,j

j−1∏
i=1

(1− δ1n,i)(ν
j)2 +

ℓ1∏
i=1

(1− δ1n,i)(ν
j)2

)

×
(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
(
α2
n,1 +

ℓ2∑
j=2

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)

×
(
α3
n,1 +

ℓ4∑
j=2

α3
n,j

j−1∏
i=1

(1− α3
n,i)(ν

j)2 +

ℓ4∏
i=1

(1− α3
n,i)(ν

j)2
)

× · · · ×
(
αk−2
n,1 +

ℓk−1∑
j=2

αk−2
n,j

j−1∏
i=1

(1− αk−2
n,i )(νj)2 +

ℓk−1∏
i=1

(1− αk−2
n,i )(νj)2

)

×
(
αk−1
n,1 +

ℓk∑
j=2

αk−1
n,j

j−1∏
i=1

(1− αk−1
n,i )(νj)2 +

ℓk∏
i=1

(1− αk−1
n,i )(νj)2

)
×∥Γzn − q∥2 (4.8)



308 Agwu, Igbokwe

Let

δ⋆n =
(
δ1n,1 +

ℓ1∑
j=2

δ1n,j

j−1∏
i=1

(1− δ1n,i)(ν
j)2 +

ℓ1∏
i=1

(1− δ1n,i)(ν
j)2

)

×
(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
(
α2
n,1 +

ℓ2∑
j=2

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)

×
(
α3
n,1 +

ℓ4∑
j=2

α3
n,j

j−1∏
i=1

(1− α3
n,i)(ν

j)2 +

ℓ4∏
i=1

(1− α3
n,i)(ν

j)2
)

× · · · ×
(
αk−2
n,1 +

ℓk−1∑
j=2

αk−2
n,j

j−1∏
i=1

(1− αk−2
n,i )(νj)2 +

ℓk−1∏
i=1

(1− αk−2
n,i )(νj)2

)

×
(
αk−1
n,1 +

ℓk∑
j=2

αk−1
n,j

j−1∏
i=1

(1− αk−1
n,i )(νj)2 +

ℓk∏
i=1

(1− αk−1
n,i )(νj)2

)

<
(
δ1n,1 +

ℓ1∑
j=2

δ1n,j

j−1∏
i=1

(1− δ1n,i) +

ℓ1∏
i=1

(1− δ1n,i)
)
×

(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i) +

ℓ2∏
i=1

(1− α1
n,i)

)

×
(
α2
n,1 +

ℓ2∑
j=2

α2
n,j

j−1∏
i=1

(1− α2
n,i) +

ℓ3∏
i=1

(1− α2
n,i)

)
×

(
α3
n,1 +

ℓ4∑
j=2

α3
n,j

j−1∏
i=1

(1− α3
n,i) +

ℓ4∏
i=1

(1− α3
n,i)

)

× · · · ×
(
αk−2
n,1 +

ℓk−1∑
j=2

αk−2
n,j

j−1∏
i=1

(1− αk−2
n,i ) +

ℓk−1∏
i=1

(1− αk−2
n,i )

)

×
(
αk−1
n,1 +

ℓk∑
j=2

αk−1
n,j

j−1∏
i=1

(1− αk−1
n,i ) +

ℓk∏
i=1

(1− αk−1
n,i )

)
= 1 (4.9)

(4.9) is true by virtue of Proposition 2.3 and the fact that νj ∈ [0, 1). Hence, using (4.8) and (4.9), we get

∥Γzn+1 − q∥2 ≤ δ⋆n∥Γzn − q∥2 + ϵn, (4.10)

which by Lemma 2.1 and the fact that ϵn → 0 as n → ∞ yields Γzn → q as n → ∞. On the other hand, let
Γzn → q as n→ ∞. Then, we show that ϵn → 0 as n→ ∞. From (4.2),

ϵn = ∥Γzn+1 − δn,1Γt
1
n −

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n −

ℓ1∏
i=1

(1− δn,i)S
ℓ1t1n∥2

= ∥Γzn+1 − q −
[
δn,1Γt

1
n +

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n +

∏
(1− δn,i)S

ℓ1t1n − q
]
∥2

≤ ∥Γzn+1 − q∥2 + ∥δn,1Γt1n +

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)S
j−1t1n +

∏
(1− δn,i)S

ℓ1t1n − q∥2

≤ ∥Γzn+1 − q∥2 + δn,1∥Γt1n − q∥2 +
ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)∥Sj−1t1n − q∥2

+
∏

(1− δn,i)∥Sℓ1t1n − q∥2

(4.11)
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≤ ∥Γzn+1 − q∥2 +
(
δn,1 +

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)(ν
j)2 +

∏
(1− δn,i)(ν

j)2
)
× ∥Γt1n − q∥2 (by (4.6))

≤ ∥Γzn+1 − q∥2 +
(
δn,1 +

ℓ1∑
j=2

δn,j

j−1∏
i=1

(1− δn,i)(ν
j)2 +

∏
(1− δn,i)(ν

j)2
)

×
(
α1
n,1 +

ℓ2∑
j=2

α1
n,j

j−1∏
i=1

(1− α1
n,i)(ν

j)2 +

ℓ2∏
i=1

(1− α1
n,i)(ν

j)2
)

×
(
α2
n,1 +

ℓ2∑
j=2

α2
n,j

j−1∏
i=1

(1− α2
n,i)(ν

j)2 +

ℓ3∏
i=1

(1− α2
n,i)(ν

j)2
)

×
(
α3
n,1 +

ℓ4∑
j=2

α3
n,j

j−1∏
i=1

(1− α3
n,i)(ν

j)2 +

ℓ4∏
i=1

(1− α3
n,i)(ν

j)2
)

× · · · ×
(
αk−2
n,1 +

ℓk−1∑
j=2

αk−2
n,j

j−1∏
i=1

(1− αk−2
n,i )(νj)2 +

ℓk−1∏
i=1

(1− αk−2
n,i )(νj)2

)

×
(
αk−1
n,1 +

ℓk∑
j=2

αk−1
n,j

j−1∏
i=1

(1− αk−1
n,i )(νj)2 +

ℓk∏
i=1

(1− αk−1
n,i )(νj)2

)
× ∥Γzn − q∥2 (by (4.7))

≤ ∥Γzn+1 − q∥2 + δ⋆n∥Γzn − q∥2 (by (4.9))

(4.12)

Using the fact that Γzn → q as n → ∞, we obtain (from (4.12)) that ϵn → 0 as n → ∞. Hence, the Jungck-DI-
multistep-SP iterative scheme (3.2) is Γ, S-stable. This completes the proof. □

The corollary below immediately follows from Theorem 4.1.

Corollary 4.2. Let H be a real Hilbert space and S,Γ : D −→ H nonself commuting mappings for an arbitrary set
D satisfying the contractive condition

∥Sj−1x− Sj−1y∥ ≤ νj∥Γx− Γy∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sx− Γx∥), (4.13)

with Γ(D) ⊆ S(D), where 2 ≤ j ∈ N, x, y ∈ D, 0 ≤ νi < 1, and let ϕ : R+ −→ R+ be a subadditive monotone increasing
function with ϕ(0) = 0 and ϕ(Mt) = Mϕ(t),M ≥ 0, t ∈ R+. Let z be a coincidence point of Γ, S,Γi, Si(i.e, Γz =
Sz = q and Γiz = Siz = q). For arbitrary x0 ∈ D, let {Γxn}∞n=0 be the Jungck-DI-SP iterative scheme converging
strongly to q (i.e,Γq = Sq = q and Γj−1q =j−1 q = q) with 0 < δ < δn,i, 0 < α < αs

n,i, for i = 1, 2, · · · , k − 1 and for
all n. Then, Jungck-DI-SP iterative scheme is Γ, S-stable.

Theorem 4.3. Let H be a real Hilbert space and S,Γ : D −→ H nonself commuting mappings for an arbitrary set
D satisfying the contractive condition

∥Sj−1x− Sj−1y∥ ≤ νj∥Γx− Γy∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sx− Γx∥), (4.14)

with Γ(D) ⊆ S(D), where 2 ≤ j ∈ N, x, y ∈ D, 0 ≤ νi < 1, and let ϕ : R+ −→ R+ be a subadditive monotone increasing
function with ϕ(0) = 0 and ϕ(Mt) = Mϕ(t),M ≥ 0, t ∈ R+. Let z be a coincidence point of Γ, S,Γi, Si(i.e, Γz =
Sz = q and Γiz = Siz = q). For arbitrary x0 ∈ D, let {Γxn}∞n=0 be the Jungck-DI-multistep-Noor iterative scheme
(3.1) converging strongly to q (i.e,Γq = Sq = q and Γj−1q =j−1 q = q) with 0 < δ < δn,i, 0 < α < αs

n,i, for i =
1, 2, · · · , k − 1 and for all n. Then, the iterative scheme defined by (3.1) is Γ, S-stable.

Proof . Using similar approach as in the proof of Theorem 4.1, the result of Theorem 4.3 follows immediately. □
The corollary below immediately follows from Theorem 4.1.
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Corollary 4.4. Let H be a real Hilbert space and S,Γ : D −→ H nonself commuting mappings for an arbitrary set
D satisfying the contractive condition

∥Sj−1x− Sj−1y∥ ≤ νj∥Γx− Γy∥+
j∑

t=0

(
j

t

)
ρj−tϕ(∥Sx− Γx∥), (4.15)

with Γ(D) ⊆ S(D), where 2 ≤ j ∈ N, x, y ∈ D, 0 ≤ νi < 1, and let ϕ : R+ −→ R+ be a subadditive monotone increasing
function with ϕ(0) = 0 and ϕ(Mt) = Mϕ(t),M ≥ 0, t ∈ R+. Let z be a coincidence point of Γ, S,Γi, Si(i.e, Γz =
Sz = q and Γiz = Siz = q). For arbitrary x0 ∈ D, let {Γxn}∞n=0 be the Jungck-IH-Noor iterative scheme, the
Jungck-IH-Ishikawa iterative scheme and the Jungck-IH-Mann iterative scheme converging strongly to q, respectively
(i.e,Γq = Sq = q and Γj−1q =j−1 q = q) with 0 < δ < δn,i, 0 < α < αs

n,i and for all n. Then, For arbitrary x0 ∈ D,

(i) the Jungck-IH-Noor iterative scheme is Γ, S-stable;

(ii) the Jungck-IH-Ishikawa iterative scheme is Γ, S-stable;

(iii) the Jungck-IH-Mann iterative scheme is Γ, S-stable.

Open problem
Is it possible to prove Proposition 2.3 and Proposition 2.4 in arbitrary Banach spaces so as to generalise the results of
this paper in such spaces?
Conclusion
An affirmative answer has been provided for Question 1.1. The results obtained in this paper improve the corresponding
results in [4] and several others currently existing in literature.
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