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#### Abstract

In this paper, we investigate the existence and uniqueness of solutions for nonlinear implicit Hilfer-Hadamard fractional differential equations involving both retarded and advanced arguments and nonlocal mixed boundary conditions. We also use the Banach contraction mapping principle and Schaefer's fixed point theorem to show the existence and uniqueness of solutions. The results obtained here extend the work of Benchohra et al. [10] and Haoues et al. [18].
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## 1 Introduction

Fractional differential equations with different type of initial conditions have recently gained a lot importance and attention due to their application in various fields such as physics, mechanics, bioengineering, biology, chemistry, economics, viscoelasticity, acoustics, optics, robotics, control theory and electronics. For details, see [20, [24], 25], [27], 33], and the references therein.
Fractional differential equations involving fractal derivatives of Riemann-Liouville and Caputo have been widely studied by many researchers over the course of a decade. Recently, the authors studied the fractional differential equations of Hadamard-type, Caputo-Hadamard-type, Hilfer-Hadamard-type, Hilfer-Katugampola-type and Erdeyl-Kober-type, etc., see [1]-5], [7]-9], 11], 12], [15], [22, [26, [31, [32], 34, 37.

The fractional derivative due to Hadamard was introduced in 1892, which in different from earlier derivatives such as Riemann-Liouville and Caputo-type fractional derivative. That is, the integral kernel contains a logarithmic function of an arbitrary exponent. A detailed description of Hadamard's fractional and integral derivative can be found in the references [14], [16], 21], 23].

Note that Hilfer studied applications of a generalized fractional operator having the Riemann-Liouville and the Caputo derivatives as specific cases. Later, the modification of Hilfer fractional derivative resulted in the concept of the Hilfer-Hadamard derivative. And to see some of the basic properties of the Hilfer-Hadamard fractional derivative that

[^0]were used in this work, we direct the reader to the references [16, [19, [20, [24]. Moreover, the existence results for Hilfer-Hadamard fractional differential equations of order in $(0,1]$ were studied by several researchers, for instance, see [66, [28], 30], 32], [35], 36]. To the best of our knowledge, only a few results are available in the literature concerning boundary value problems for Hilfer-Hadamard fractional differential equations of order in (1, 2].

The motivating thing about this work is that all the articles published about fractional differential equations with retarded and advanced arguments put the initial condition between the retarded and advanced fields equal to zero, see [6, 7], [10], [13, [18, while I put this condition not equal to zero in my work.

In 2018, M. Benchohra et al. 10 have investigated the existence and uniqueness of solutions for a class of problem for nonlinear implicit fractional differential equations of Hadamard type involving both retarded and advanced arguments of the form:

$$
\left\{\begin{array}{l}
D^{\alpha} y(t)=f\left(t, y_{t}, D^{\alpha} y(t)\right), \text { for each } t \in[1, e] \\
y(t)=\chi(t), 1-r \leq t \leq 1, r>0 \\
y(t)=\Psi(t), e \leq t \leq e+h, h>0
\end{array}\right.
$$

where $D^{\alpha}$ is the Hadamard fractional derivative of order $1<\alpha \leq 2$. By employing the Schauder fixed point theorem and the Banach contraction mapping principle, the authors obtained existence and uniqueness results. In 2020, M. Haoues et al. [18, applied the tools of the fixed-point theory (the Banach contraction mapping principle and the Krasnoselskii theorem) to study the existence and uniqueness of solutions for nonlinear retarded and advanced implicit Hadamard fractional differential equations with nonlocal conditions:

$$
\left\{\begin{array}{l}
D^{\alpha} y(t)=f\left(t, y_{t}, D^{\alpha} y(t)\right), \text { for each } t \in[1, e] \\
y(t)+\left(H_{1} y\right)(t)=\chi(t), 1-r \leq t \leq 1, r>0 \\
y(t)+\left(H_{2} y\right)(t)=\Psi(t), e \leq t \leq e+h, h>0
\end{array}\right.
$$

where $D^{\alpha}$ is the Hadamard fractional derivative of order $1<\alpha \leq 2, f: J \times C([-r, h], \mathbb{R}) \times \mathbb{R} \longrightarrow \mathbb{R}$ is a given continuous function, $H_{1}: C([1-r, e+h], \mathbb{R}) \longrightarrow C([1-r, 1], \mathbb{R})$ and $H_{2}: C([1-r, e+h], \mathbb{R}) \longrightarrow C([e, e+h], \mathbb{R})$ are given continuous mappings, $\chi \in C([1-r, 1], \mathbb{R})$ and $\Psi \in C([e, e+h], \mathbb{R})$.

In 2021, B. Ahmed et al. [6, have discussed the existence and uniqueness of solutions for a Hilfer-Hadamard fractional differential equation, supplemented with mixed nonlocal (multi-point, fractional integral multi-order and fractional derivative multi-order) boundary conditions:

$$
\left\{\begin{array}{l}
{ }_{H}^{H} D_{1}^{\alpha, \beta} x(t)=f(t, x(t)), t \in J:=[1, T], \\
x(1)=0, \quad x(T)=\sum_{j=1}^{m} \eta_{j} x\left(\zeta_{j}\right)+\sum_{i=1}^{n} \xi_{i H} I_{1}^{\phi_{i}} x\left(\theta_{i}\right)+\sum_{k=1}^{r} \lambda_{k H} D_{1}^{\omega_{k}} x\left(\mu_{k}\right),
\end{array}\right.
$$

where ${ }_{H}^{H} D_{1}^{\alpha, \beta}$ denotes the Hilfer-Hadamard fractional derivative operator of order, $\alpha \in(1,2]$ and type $\beta \in[0,1]$, $f:[1, T] \times \mathbb{R} \longrightarrow \mathbb{R}$ is a given continuous function, $H_{H} I^{\phi_{i}}$ is the Hadamard fractional integral operator of order $\phi_{i}>0$. In this paper, we consider the implicit Hilfer-Hadamard fractional differential equations with involving both retarded and advanced arguments and nonlocal mixed boundary conditions

$$
\left\{\begin{array}{l}
{ }_{H}^{H} D^{\alpha, \beta} x(t)=f\left(t, x_{t},{ }_{H}^{H} D^{\alpha, \beta} x(t)\right), t \in J:=(1, e),  \tag{1.1}\\
x\left(1^{+}\right)=0, a_{H} I^{\delta} x(\eta)+b_{H}^{H} D^{1,1} x\left(e^{-}\right)=c, \gamma=\alpha+\beta-\alpha \beta, \\
x(t)+g_{1}(x)(t)=\phi(t), 1-r_{1} \leq t \leq 1, r_{1}>0, \\
x(t)+g_{2}(x)(t)=\psi(t), e \leq t \leq e+r_{2}, r_{2}>0,
\end{array}\right.
$$

where ${ }_{H}^{H} D^{\alpha, \beta}$ is the Hilfer-Hadamard fractional derivatives of order $1<\alpha \leq 2,{ }_{H} I^{\delta}$ is the standard Hadamard fractional integral of order $\delta>0, f: J \times C\left(\left[-r_{1}, r_{2}\right], \mathbb{R}\right) \times \mathbb{R} \longrightarrow \mathbb{R}, g_{1}: C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right) \longrightarrow C\left(\left[1-r_{1}, 1\right], \mathbb{R}\right)$ and $g_{2}: C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right) \longrightarrow C\left(\left[e, e+r_{2}\right], \mathbb{R}\right)$ are given functions, $\phi \in C\left(\left[1-r_{1}, 1\right], \mathbb{R}\right)$ and $\psi \in C\left(\left[e, e+r_{2}\right], \mathbb{R}\right), a, b$ and $c$ are real constants, and $\eta \in(1, e)$. For any function $x$ define on $\left[1-r_{1}, e+r_{2}\right]$ and any $1 \leq t \leq e, x_{t}(\theta)=x(t+\theta)$ for $-r_{1} \leq \theta \leq r_{2}$.

This paper is organized as follows. In section 2, we introduce some notations and lemmas, and state some preliminaries results needed in later section 2. In Section 3, we give two results, one based on Banach fixed point Theorem
3.1 and another one based on Schauder's fixed point Theorem 3.2. In Section 4, we illustrate the results obtained with an example.

## 2 Preliminaries

In this section, we introduce some notations and defenitions of Hilfer-Hadamard type fractional calculus. Let now $[a, b],(-\infty<a<b<+\infty)$ be interval finite. By $C([a, b], \mathbb{R})$ be the Banach space of all continuous functions from $[a, b]$ into $\mathbb{R}$ with the norm

$$
\|y(t)\|_{[a, b]}=\sup \{|y(t)|: a \leq t \leq b\} .
$$

Let $A C([a, b], \mathbb{R})$ be the space of functions $g:[a, b] \longrightarrow \mathbb{R}$ that are absolutely continuous. Let $\delta=t \frac{d}{d t}, \delta^{n}=\delta\left(\delta^{n-1}\right)$, we consider the set of functions:

$$
A C_{\delta}^{n}([a, b], \mathbb{R})=\left\{g:[a, b] \longrightarrow \mathbb{R}: \delta^{n-1} g(t) \in A C([a, b], \mathbb{R})\right\}
$$

Definition 2.1. (Hadamard fractional integral [24]) Let $f:[a, \infty] \longrightarrow \mathbb{R}$. Then The Hadamard fractional integral of order $\alpha>0$ is defined as follows:

$$
\begin{equation*}
{ }_{H} I_{a}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} f(s) \frac{d s}{s}, \quad t>a \tag{2.1}
\end{equation*}
$$

provided that the integral exists, where $\log (\cdot)=\log _{e}(\cdot)$.
Definition 2.2. (Hadamard fractional derivative [24]) For a function $f:[a, \infty] \longrightarrow \mathbb{R}$ the Hadamard fractional derivative of order $\alpha>0$ is defined as follows:

$$
\begin{equation*}
{ }_{H} D_{a}^{\alpha} f(t)=\delta^{n}\left({ }_{H} I_{a}^{n-\alpha} f\right)(t), t>a, n-1<\alpha<n, n=[\alpha]+1 \tag{2.2}
\end{equation*}
$$

where $\delta^{n}=\left(t \frac{d}{d t}\right)^{n}$, and $[\alpha]$ denotes the integer part of the real number $\alpha$.
Definition 2.3. (Hilfer-Hadamard fractional derivative [[19], [20]]). Let $f \in L^{1}(a, b)$ and $n-1<\alpha<n, 0 \leq \beta \leq 1$. we define the Hilfer-Hadamard fractional derivative of order $\alpha$ and type $\beta$ for $f$ as follows:

$$
\begin{aligned}
{ }_{H}^{H} D^{\alpha, \beta} f(t) & =\left({ }_{H} I^{\beta(n-\alpha)} \delta^{n} I^{(n-\alpha)(1-\beta)} f\right)(t) \\
& =\left({ }_{H} I^{\beta(n-\alpha)} \delta^{n}{ }_{H} I^{\beta(n-\gamma)} f\right)(t) \\
& =\left({ }_{H} I^{\beta(n-\alpha)}{ }_{H} D^{\gamma} f\right)(t), \quad \gamma=\alpha+n \beta-\alpha \beta
\end{aligned}
$$

where ${ }_{H} I^{(.)}$and ${ }_{H} D^{(.)}$are defined by (2.1) and (2.2), respectively.
Lemma 2.4. (See [24]) If $\alpha>0, \beta>0$ and $0<a<b<\infty$, then
(i) $\left({ }_{H} I_{a^{+}}^{\alpha}\left(\log \frac{t}{a}\right)^{\beta-1}\right)(x)=\frac{\Gamma(\beta)}{\Gamma(\beta+\alpha)}\left(\log \frac{x}{a}\right)^{\beta+\alpha-1}$,
(ii) $\left({ }_{H} D_{a^{+}}^{\alpha}\left(\log \frac{t}{a}\right)^{\beta-1}\right)(x)=\frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)}\left(\log \frac{x}{a}\right)^{\beta-\alpha-1}$.

In particular, if $\beta=1$ and $0<\alpha<1$, then the following is the case:

$$
D_{a^{+}}^{\alpha}(1)=\frac{1}{\Gamma(1-\alpha)}\left(\log \frac{x}{a}\right)^{-\alpha} \neq 0 .
$$

Lemma 2.5. (See [21]) Let $g \in A C_{\delta}^{n}([a, b], \mathbb{R})$ and $\alpha>0, n \in \mathbb{N}$. Then

$$
{ }_{H} I_{1}^{\alpha}\left({ }_{H} D_{1}^{\alpha} g\right)(t)=g(t)-\sum_{k=0}^{n-1} \frac{\delta^{(k)} g(a)}{k!}\left(\log \frac{t}{a}\right)^{k} .
$$

Lemma 2.6. (See [24]) For all $\mu>0$ and $\nu>-1$, then

$$
\frac{1}{\Gamma(\mu)} \int_{a}^{t}\left(\log \frac{t}{s}\right)^{\mu-1}(\log s)^{\nu} d s=\frac{\Gamma(\nu+1)}{\Gamma(\mu+\nu+1)}(\log t)^{\mu+\nu} .
$$

Theorem 2.7. ([16], [24]) Let $\alpha>0,0 \leq \beta \leq 1, \gamma=\alpha+n \beta-\alpha \beta, n=[\alpha]+1$ and $0<a<b<\infty$, if $f \in L^{1}(a, b)$ and $\left({ }_{H} I_{a}^{n-\alpha} f\right)(t) \in A C_{\delta}^{n}[a, b]$, then

$$
\begin{aligned}
\left({ }_{H} I_{a H}^{\alpha H} D_{a}^{\alpha} f\right)(t) & =\left({ }_{H} I_{a}^{\gamma}{ }_{H}^{H} D_{a}^{\gamma, \beta} f\right)(t) \\
& =f(t)-\sum_{j=0}^{n-1} \frac{\left(\delta^{(n-j-1)}\left({ }_{H} I_{a}^{n-\gamma} f\right)(a)\right.}{\Gamma(\gamma-j)}\left(\log \frac{t}{a}\right)^{\gamma-j-1},
\end{aligned}
$$

observe that $\Gamma(\gamma-j)$ exists for all $j=1,2, \ldots, n-1$ for $\gamma \in[\alpha, n]$.

Theorem 2.8. ([39])(Banach's fixed point Theorem). Let $(X, d)$ be a nonempty complete metric space with $T$ : $X \longrightarrow X$ is a contraction mapping. Then map $T$ has a fixed point $x^{*} \in X$ such that $T x^{*}=x^{*}$.

Theorem 2.9. ( $[17])$ (Schaefer's fixed point Theorem). Let $X$ be a Banach space, let $T: X \longrightarrow X$ be a completely continuous operator, and let the set $D=\{x \in X: x=\lambda T x, 0<\lambda \leq 1\}$ be bounded. Then $T$ has a fixed point in $X$.

## 3 Existence and Uniqueness Results

In the case $n=[\alpha]+1=2$, we have $\gamma=\alpha+(2-\alpha) \beta$.
Definition 3.1. A function $\left.x \in C^{2}\left(1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$ is said to be a solution of the problem (1.1)-1.4) if $x$ satisfies the equation ${ }_{H}^{H} D^{\alpha, \beta} x(t)=f\left(t, x_{t},{ }_{H}^{H} D^{\alpha, \beta} x(t)\right)$, and satisfies the conditions $x\left(1^{+}\right)=0, a_{H} I^{\gamma} x(\eta)+b_{H}^{H} D^{\alpha, \beta} x\left(e^{-}\right)=c$, on $J, x(t)+g_{1}(x)(t)=\phi(t)$, on $\left[1-r_{1}, 1\right]$ and $x(t)+g_{2}(x)(t)=\psi(t)$ on $\left[e, e+r_{2}\right]$.

To prove the existence of solutions to the problem (1)-(2), we need the following auxiliary lemma.
Lemma 3.2. Let $h$ be a continuous function. Then the linear problem

$$
\left\{\begin{array}{l}
{ }_{H}^{H} D^{\alpha, \beta} x(t)=h(t), t \in J:=(0,1)  \tag{3.1}\\
x\left(1^{+}\right)=0, a_{H} I^{\delta} x(\eta)+b_{H}^{H} D^{1,1} x\left(e^{-}\right)=c, \\
x(t)+g_{1}(x)(t)=\phi(t), 1-r_{1} \leq t \leq 1, \\
x(t)+g_{2}(x)(t)=\psi(t), e \leq t \leq e+r_{2},
\end{array}\right.
$$

has a unique solution which is given by

$$
x(t)=\left\{\begin{array}{l}
\phi(t)-g_{1}(x)(t), \text { if } t \in\left[1-r_{1}, 1\right],  \tag{3.5}\\
H^{\alpha} h(t)+\frac{(\log t)^{\gamma-1}}{\Lambda}\left[c-a_{H} I^{\alpha+\gamma} h(\eta)-b_{H} I^{\alpha-1} h\left(e^{-}\right)\right], \text {if } t \in J:=(1, e), \\
\psi(t)-g_{2}(x)(t), \text { if } t \in\left[e, e+r_{2}\right],
\end{array}\right.
$$

where

$$
\begin{equation*}
\Lambda=\frac{a \Gamma(\gamma)}{\Gamma(\gamma+\delta)}(\log \eta)^{\gamma+\delta-1}+b(\gamma-1) \neq 0 \tag{3.6}
\end{equation*}
$$

Proof . Applying the Hadamard fractional integral of order $\alpha$ to both sides of (3.1) and then using

$$
\begin{equation*}
x(t)-\frac{\delta\left({ }_{H} I_{1^{+}}^{2-\gamma} x\right)(1)}{\Gamma(\gamma)}(\log t)^{\gamma-1}-\frac{\left({ }_{H} I_{1+}^{2-\gamma} x\right)(1)}{\Gamma(\gamma)}(\log t)^{\gamma-2}={ }_{H} I_{1}^{\alpha} h(t), \tag{3.7}
\end{equation*}
$$

which can be rewritten as follows:

$$
\begin{equation*}
x(t)=c_{0}(\log t)^{\gamma-1}+c_{1}(\log t)^{\gamma-2}+{ }_{H} I^{\alpha} h(t), \tag{3.8}
\end{equation*}
$$

where $c_{0}$ and $c_{1}$ are arbitrary constants.
Using the first bondary condition $\left(x\left(1^{+}\right)=0\right)$ in (3.7), yields $c_{1}=0$, since $\gamma \in[\alpha, 2]$.
In consequence, 3.8 takes the following form:

$$
x(t)=c_{0}(\log t)^{\gamma-1}+{ }_{H} I^{\alpha} h(t)
$$

Using Lemma 2.4 we can write

$$
{ }_{H} I^{\delta} x(\eta)=\frac{c_{0} \Gamma(\gamma)}{\Gamma(\gamma+\delta)}(\log \eta)^{\gamma+\delta-1}+{ }_{H} I^{\alpha+\gamma} h(\eta),
$$

and

$$
{ }_{H}^{H} D^{1,1} x\left(e^{-}\right)(t)=(\gamma-1) c_{0}+{ }_{H} I^{\alpha-1} h\left(e^{-}\right) .
$$

Using the second bondary condition $\left(a_{H} I^{\delta} x(\eta)+b_{H} D^{1,1} x\left(e^{-}\right)=c\right.$ ), we get

$$
a\left[\frac{c_{0} \Gamma(\gamma)}{\Gamma(\gamma+\delta)}(\log \eta)^{\gamma+\delta-1}+{ }_{H} I^{\alpha+\delta} h(\eta)\right]+b\left[(\gamma-1) c_{0}+{ }_{H} I^{\alpha-1} h\left(e^{-}\right)\right]=c,
$$

thus,

$$
\left[\frac{a \Gamma(\gamma)}{\Gamma(\gamma+\delta)}(\log \eta)^{\gamma+\delta-1}+b(\gamma-1)\right] c_{0}+a_{H} I^{\alpha+\delta} h(\eta)+b_{H} I^{\alpha-1} h\left(e^{-}\right)=c
$$

Consequently,

$$
c_{0}=\frac{c}{\Lambda}-\frac{a}{\Lambda}{ }_{H} I^{\alpha+\delta} h(\eta)-\frac{b}{\Lambda} H I^{\alpha-1} h\left(e^{-}\right),
$$

where

$$
\Lambda=\frac{a \Gamma(\gamma)}{\Gamma(\gamma+\delta)}(\log \eta)^{\gamma+\delta-1}+b(\gamma-1)
$$

Finally, substituting the values of $c_{0}$ and $c_{1}$ in (3.8), we obtain (3.5).
We assume the following conditions to prove the existence of a solution of problem $\sqrt{1.1})-(\sqrt{1.4})$ :
(H1) The function $f: J \times C\left(\left[-r_{1}, r_{2}\right], \mathbb{R}\right) \times \mathbb{R} \longrightarrow \mathbb{R}$ is continuous.
(H2) There exists constants $L_{1} \in \mathbb{R}_{+}$, and $L_{2} \in(0,1)$ such that

$$
|f(t, u, v)-f(t, \bar{u}, \bar{v})| \leq L_{1}\|u-\bar{u}\|_{\left[-r_{1}, r_{2}\right]}+L_{2}|v-\bar{v}|,
$$

for any $u, \bar{u} \in C\left(\left[-r_{1}, r_{2}\right], \mathbb{R}\right)$ and $v, \bar{v} \in \mathbb{R}$ for a.e., $t \in J$.
(H3) There exists constants $L_{3}, L_{4} \in(0,1)$ such that

$$
\left.\| g_{1}\left(x_{1}\right)-g_{1}\left(x_{2}\right)\right)\left\|_{\left[1-r_{1}, 1\right]} \leq L_{3}\right\| x_{1}-x_{2} \|_{\left[1-r_{1}, e+r_{2}\right]}
$$

and

$$
\left.\| g_{2}\left(x_{1}\right)-g_{2}\left(x_{2}\right)\right)\left\|_{\left[e, e+r_{2}\right]} \leq L_{4}\right\| x_{1}-x_{2} \|_{\left[1-r_{1}, e+r_{2}\right]},
$$

for any $x_{1}, x_{2} \in C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$.
Our first result is based on the Banach contraction mapping principle.
Let the constant $\rho$ be such that

$$
\rho \geq \max \left\{\Omega, L_{3}, L_{4}\right\}
$$

where

$$
\Omega:=\frac{L_{1}}{\left(1-L_{2}\right)}\left(\frac{1}{\Gamma(\alpha+1)}+\frac{|a|(\log \eta)^{\alpha+\delta}}{|\Lambda| \Gamma(\alpha+\delta+1)}+\frac{|b|}{|\Lambda| \Gamma(\alpha+1)}\right),
$$

and

$$
\Lambda=\frac{a \Gamma(\gamma)}{\Gamma(\gamma+\delta)}(\log \eta)^{\gamma+\delta-1}+b(\gamma-1)
$$

Theorem 3.3. If the hypotheses (H1)-(H3) are satisfied, and if

$$
\begin{equation*}
\rho<1, \tag{3.9}
\end{equation*}
$$

then there exists a unique solution for problem (1.1)-(1.4).

Proof . Transform the problem (1.1)-(1.4) into a fixed point problem. Consider the operator $\mathcal{F}: C\left(\left[1-r_{1}, e+\right.\right.$ $\left.\left.r_{2}\right], \mathbb{R}\right) \longrightarrow C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$ defined by

$$
(\mathcal{F} x)(t)=\left\{\begin{array}{l}
\phi(t)-g_{1}(x)(t), \text { if } t \in\left[1-r_{1}, 1\right],  \tag{3.10}\\
{ }_{H} I^{\alpha} \sigma_{x}(t)+\frac{(\log t)^{\gamma-1}}{\Lambda}\left[c-a_{H} I^{\alpha+\gamma} \sigma_{x}(\eta)-b_{H} I^{\alpha-1} \sigma_{x}\left(e^{-}\right)\right], \text {if } t \in J:=(1, e), \\
\psi(t)-g_{2}(x)(t), \text { if } t \in\left[e, e+r_{2}\right],
\end{array}\right.
$$

where

$$
\sigma_{x}(t)=f\left(t, x_{t},{ }_{H}^{H} D^{\alpha, \beta} x(t)\right) .
$$

Clearly, the fixed points of $\mathcal{F}$ are solutions of problem 1.1)-1.4). Let $x, y \in C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$. If $t \in\left[1-r_{1}, 1\right]$ and by (H3), then

$$
\begin{align*}
|(\mathcal{F} x)(t)-(\mathcal{F} y)(t)| & =\left|g_{1}(x)(t)-g_{1}(y)(t)\right| \\
& \leq\left\|g_{1}(x)-g_{1}(y)\right\|_{\left[1-r_{1}, 1\right]} \\
& \leq L_{3}\|x-y\|_{\left[1-r_{1}, e+r_{2}\right]} \\
& \leq \rho\|x-y\|_{\left[1-r_{1}, e+r_{2}\right]} . \tag{3.11}
\end{align*}
$$

If $t \in\left[e, e+r_{2}\right]$ and by (H3), then

$$
\begin{align*}
|(\mathcal{F} x)(t)-(\mathcal{F} y)(t)| & =\left|g_{2}(x)(t)-g_{2}(y)(t)\right| \\
& \leq\left\|g_{2}(x)-g_{2}(y)\right\|_{\left[e, e+r_{2}\right]} \\
& \leq L_{4}\|x-y\|_{\left[1-r_{1}, e+r_{2}\right]} \\
& \leq \rho\|x-y\|_{\left[1-r_{1}, e+r_{2}\right]} . \tag{3.12}
\end{align*}
$$

For $t \in J$, we have

$$
\begin{align*}
|(\mathcal{F} x)(t)-(\mathcal{F} y)(t)| & \leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1}\left|\sigma_{x}(s)-\sigma_{y}(s)\right| \frac{d s}{s}+\frac{|a| \log t}{|\Lambda| \Gamma(\alpha+\delta)} \int_{1}^{\eta}\left(\log \frac{\eta}{s}\right)^{\alpha+\delta-1}\left|\sigma_{x}(s)-\sigma_{y}(s)\right| \frac{d s}{s} \\
& +\frac{|b|}{|\Lambda| \Gamma(\alpha)} \int_{1}^{e^{-}}\left(\log \frac{e^{-}}{s}\right)^{\alpha-1}\left|\sigma_{x}(s)-\sigma_{y}(s)\right| \frac{d s}{s} \tag{3.13}
\end{align*}
$$

where $\sigma_{x}, \sigma_{y} \in C(J, \mathbb{R})$ such that

$$
\sigma_{x}(t)=f\left(t, x_{t}, \sigma_{x}(t)\right),
$$

and

$$
\sigma_{y}(t)=f\left(t, y_{t}, \sigma_{y}(t)\right)
$$

By (H2), we have

$$
\begin{aligned}
\left|\sigma_{x}(t)-\sigma_{y}(t)\right| & =\left|f\left(t, x_{t}, \sigma_{x}(t)\right)-f\left(t, y_{t}, \sigma_{y}(t)\right)\right| \\
& \leq L_{1}\left\|x_{t}-y_{t}\right\|_{\left[-r_{1}, r_{2}\right]}+L_{2}\left|\sigma_{x}(t)-\sigma_{y}(t)\right|
\end{aligned}
$$

then

$$
\begin{equation*}
\left|\sigma_{x}(t)-\sigma_{y}(t)\right| \leq \frac{L_{1}}{1-L_{2}}\left\|x_{t}-y_{t}\right\|_{\left[-r_{1}, r_{2}\right]} \tag{3.14}
\end{equation*}
$$

By replacing (3.14) in the inequality (3.13), we get

$$
\begin{align*}
|(\mathcal{F} x)(t)-(\mathcal{F} y)(t)| & \leq \frac{L_{1}}{\left(1-L_{2}\right) \Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1}\left\|x_{s}-y_{s}\right\|_{\left[-r_{1}, r_{2}\right]} \frac{d s}{s} \\
& +\frac{|a| L_{1} \log t}{|\Lambda|\left(1-L_{2}\right) \Gamma(\alpha+\delta)} \int_{1}^{\eta}\left(\log \frac{\eta}{s}\right)^{\alpha+\delta-1}\left\|x_{s}-y_{s}\right\|_{\left[-r_{1}, r_{2}\right]} \frac{d s}{s} \\
& +\frac{|b| L_{1} \log t}{|\Lambda|\left(1-L_{2}\right) \Gamma(\alpha)} \int_{1}^{e^{-}}\left(\log \frac{e^{-}}{s}\right)^{\alpha-1}\left\|x_{s}-y_{s}\right\|_{\left[-r_{1}, r_{2}\right]} \frac{d s}{s} \\
& \leq \frac{L_{1}}{\left(1-L_{2}\right)}\left(\frac{1}{\Gamma(\alpha+1)}+\frac{|a|(\log \eta)^{\alpha+\delta}}{|\Lambda| \Gamma(\alpha+\delta+1)}+\frac{|b|}{|\Lambda| \Gamma(\alpha+1)}\right)\left\|x_{s}-y_{s}\right\|_{\left[-r_{1}, r_{2}\right]} \\
& \leq \Omega\|x-y\|_{\left[1-r_{1}, e+r_{2}\right]} . \tag{3.15}
\end{align*}
$$

Thus

$$
\begin{equation*}
\|(\mathcal{F} x)-(\mathcal{F} y)\|_{\left[1-r_{1}, e+r_{2}\right]} \leq \rho\|x-y\|_{\left[1-r_{1}, e+r_{2}\right]} . \tag{3.16}
\end{equation*}
$$

Consequently by (3.9), $\mathcal{F}$ is a contraction. As a consequence of Banach fixed point theorem, we deduce that $\mathcal{F}$ has a fixed point which is a solution of the problem 1.1)-1.4.
The second result is based on Schaefer's fixed point theorem.
(H4) There exists constants $M>0$ such that

$$
|f(t, u, v)| \leq M
$$

for any $u \in C\left(\left[-r_{1}, r_{2}\right], \mathbb{R}\right), v \in \mathbb{R}$ for a.e., $t \in J$.
(H5) There exists constants $M_{1}>0$ and $M_{2}>0$ such that

$$
\left\|g_{1}(u)\right\|_{\left[1-r_{1}, 1\right]} \leq M_{1} \text { and }\left\|g_{2}(u)\right\|_{\left[e, e+r_{2}\right]} \leq M_{2}
$$

for any $u \in C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$.
Theorem 3.4. Assume that conditions (H1), (H3), (H4) and (H5) hold. Then the problem (1.1)-1.4) has at least one solution.

Proof. We show that operator $\mathcal{F}$ defined in (3.9) has at least one fixed point in $C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$. The proof is divided into four steps:
Step 1: The operator $\mathcal{F}$ is continuous
Let $\left\{x_{n}\right\}$ be a sequence such that $x_{n} \longrightarrow x$ in $C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$. If $t \in\left[1-r_{1}, 1\right]$, and by (3.11), then

$$
\left|\mathcal{F}\left(x_{n}\right)(t)-\mathcal{F}(x)(t)\right| \leq L_{3}\left\|x_{n}-x\right\|_{\left[1-r_{1}, e+r_{2}\right]}
$$

Thus

$$
\left|\mathcal{F}\left(x_{n}\right)(t)-\mathcal{F}(x)(t)\right| \longrightarrow 0 \text { as } n \longrightarrow+\infty .
$$

If $t \in\left[e, e+r_{2}\right]$, and by 3.12], then

$$
\left|\mathcal{F}\left(x_{n}\right)(t)-\mathcal{F}(x)(t)\right| \leq L_{4}\left\|x_{n}-x\right\|_{\left[1-r_{1}, e+r_{2}\right]} .
$$

Thus

$$
\left|\mathcal{F}\left(x_{n}\right)(t)-\mathcal{F}(x)(t)\right| \longrightarrow 0 \text { as } n \longrightarrow+\infty .
$$

For $t \in J$, by 3.15, we have

$$
\left|\mathcal{F}\left(x_{n}\right)(t)-\mathcal{F}(x)(t)\right| \leq \Omega\left\|x_{n}-x\right\|_{\left[1-r_{1}, e+r_{2}\right]} .
$$

Since $\sigma$ is a continuous (i.e $f$ is continuous), then by the Lebesgue dominated convergence theorem, we have

$$
\left|\mathcal{F}\left(x_{n}\right)(t)-\mathcal{F}(x)\right| \longrightarrow 0 \text { as } n \longrightarrow+\infty
$$

Consequently, $\mathcal{F}$ is continuous.
Step 2: The operator $\mathcal{F}$ maps bounded sets into bounded sets in $C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$.
For $\eta>0$, there exists a constant $l>0$, such that $l:=\max \left(l_{1}, l_{2}, l_{3}\right)$, where

$$
\begin{aligned}
& l_{1}:=\|\phi\|_{\left[1-r_{1}, 1\right]}+M_{1}, \\
& l_{2}:=\|\psi\|_{\left[e, e+r_{2}\right]}+M_{2},
\end{aligned}
$$

and

$$
l_{3}:=M\left[\frac{1}{\Gamma(\alpha+1)}+\frac{|b|(\log \eta)^{\alpha+\delta}}{|\Lambda| \Gamma(\alpha+\delta+1)}+\frac{|b|}{|\Lambda| \Gamma(\alpha+1)}\right]+\frac{|c|}{|\Lambda|},
$$

for each $x \in B_{\eta}=\left\{x \in C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right):\|x\|_{\left[1-r_{1}, e+r_{2}\right]} \leq \eta\right\}$, we have $\|(\mathcal{F} x)\|_{\left[1-r_{1}, e+r_{2}\right]} \leq l$.
Indeed, for any $t \in\left[1-r_{1}, 1\right], x \in B_{\eta}$, and by (H5), we have

$$
\begin{align*}
|(\mathcal{F} x)(t)| & \leq\|\phi\|_{\left[1-r_{1}, 1\right]}+\left\|g_{1}(x)\right\|_{\left[1-r_{1}, 1\right]} \\
& \leq\|\phi\|_{\left[1-r_{1}, 1\right]}+M_{1}:=l_{1} \leq l \tag{3.17}
\end{align*}
$$

for any $t \in\left[e, e+r_{2}\right], x \in B_{\eta}$, and by (H5), we have

$$
\begin{align*}
|(\mathcal{F} x)(t)| & \leq\|\psi\|_{\left[e, e+r_{2}\right]}+\left\|g_{2}(x)\right\|_{\left[e, e+r_{2}\right]} \\
& \leq\|\psi\|_{\left[e, e+r_{2}\right]}+M_{2}:=l_{2} \leq l \tag{3.18}
\end{align*}
$$

for $t \in J$, we have

$$
\begin{aligned}
|\mathcal{F}(x)(t)| & \leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1}\left|\sigma_{x}(s)\right| \frac{d s}{s}+\frac{|a|}{|\Lambda| \Gamma(\alpha+\delta)} \int_{1}^{\eta}\left(\log \frac{\eta}{s}\right)^{\alpha+\delta-1}\left|\sigma_{x}(s)\right| \frac{d s}{s} \\
& +\frac{|b|}{|\Lambda| \Gamma(\alpha)} \int_{1}^{e^{-}}\left(\log \frac{e^{-}}{s}\right)^{\alpha-1}\left|\sigma_{x}(s)\right| \frac{d s}{s}+\frac{|c|(\log t)^{\gamma-1}}{|\Lambda|},
\end{aligned}
$$

where $\sigma_{x} \in C(J, \mathbb{R})$ is such that

$$
\sigma_{x}(t)=f\left(t, x(t), \sigma_{x}(t)\right)
$$

From (H4), for $t \in J$, we have

$$
\begin{equation*}
|\mathcal{F}(x)(t)| \leq M\left[\frac{1}{\Gamma(\alpha+1)}+\frac{|b|(\log \eta)^{\alpha+\delta}}{|\Lambda| \Gamma(\alpha+\delta+1)}+\frac{|b|}{|\Lambda| \Gamma(\alpha+1)}\right]+\frac{|c|}{|\Lambda|}:=l_{3} \leq l \tag{3.19}
\end{equation*}
$$

Step 3: The operator $\mathcal{F}$ maps bounded sets into equicontinuous sets of $C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$.
Let $t_{1}, t_{2} \in J, t_{1}<t_{2}$ and let $B_{\eta}$ be a bounded set of $C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$ as in step 2 , and let $x \in B_{\eta}$. Then

$$
\begin{aligned}
\left|(\mathcal{F} x)\left(t_{2}\right)-(\mathcal{F} x)\left(t_{1}\right)\right| & =\left|\frac{1}{\Gamma(\alpha)} \int_{1}^{t_{1}}\left(\log \frac{t_{2}}{s}\right)^{\alpha-1} \sigma_{x}(s) \frac{d s}{s}-\frac{1}{\Gamma(\alpha)} \int_{1}^{t_{2}}\left(\log \frac{t_{1}}{s}\right)^{\alpha-1} \sigma_{x}(s) \frac{d s}{s}\right| \\
& =\left|\frac{1}{\Gamma(\alpha)} \int_{1}^{t_{1}}\left[\left(\log \frac{t_{2}}{s}\right)^{\alpha-1}-\left(\log \frac{t_{1}}{s}\right)^{\alpha-1}\right] \sigma_{x}(s) \frac{d s}{s}+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(\log \frac{t_{2}}{s}\right)^{\alpha-1} \sigma_{x}(s) \frac{d s}{s}\right| \\
& \leq \frac{M}{\Gamma(\alpha)}\left|\int_{1}^{t_{1}}\left[\left(\log \frac{t_{2}}{s}\right)^{\alpha-1}-\left(\log \frac{t_{1}}{s}\right)^{\alpha-1}\right] \frac{d s}{s}\right|+\frac{M}{\Gamma(\alpha)}\left|\int_{t_{1}}^{t_{2}}\left(\log \frac{t_{2}}{s}\right)^{\alpha-1} \frac{d s}{s}\right| \\
& \leq \frac{M}{\Gamma(\alpha+1)}\left[\left|\left(\log t_{1}\right)^{\alpha}+\left(\log \frac{t_{2}}{t_{1}}\right)^{\alpha}-\left(\log t_{2}\right)^{\alpha}\right|+\left|\left(\log \frac{t_{2}}{t_{1}}\right)^{\alpha}\right|\right] \\
& \leq \frac{M}{\Gamma(\alpha+1)}\left[\left|\left(\log t_{1}\right)^{\alpha}-\left(\log t_{2}\right)^{\alpha}\right|\right] .
\end{aligned}
$$

The right hand side of the above inequality tends to zero as $t_{2} \longrightarrow t_{1}$, which implies that $\mathcal{F}$ is equicontinuous. As a consequence of Steps 1 to 3, by the Ascoli-Arzela theorem, we can conclude that the operator $\mathcal{F}: C\left(\left[1-r_{1}, e+\right.\right.$
$\left.\left.r_{2}\right], \mathbb{R}\right) \longrightarrow C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$ is continuous and completely continuous.
Step 4: Now it remains to show that the set

$$
\xi=\left\{x \in C\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right): x=\lambda \mathcal{F} x, \text { for some } \lambda \in(0,1)\right\}
$$

is bounded. Let $x \in \xi$, then $x=\lambda \mathcal{F} x$ for some $0<\lambda<1$. Thus for each $t \in J$, we have

$$
\begin{aligned}
x(t) & =\lambda\left(\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \sigma_{x}(s) \frac{d s}{s}+\frac{a \log t}{\Lambda \Gamma(\alpha+\delta)} \int_{1}^{\eta}\left(\log \frac{\eta}{s}\right)^{\alpha+\delta-1} \sigma_{x}(s) \frac{d s}{s}\right. \\
& \left.+\frac{b \log t}{\Lambda \Gamma(\alpha)} \int_{1}^{e^{-}}\left(\log \frac{e^{-}}{s}\right)^{\alpha-1} \sigma_{x}(s) \frac{d s}{s}+\frac{c(\log t)^{\gamma-1}}{\Lambda}\right)
\end{aligned}
$$

It follows from (3.19) that for each $t \in J$,

$$
|x(t)|:=l_{3}<\infty
$$

it $t \in\left[1-r_{1}, 1\right]$ and by (3.17), then

$$
|x(t)|:=\|\phi\|_{\left[1-r_{1}, 1\right]}+M_{1}:=l_{1}<\infty
$$

it $t \in\left[e, e+r_{2}\right]$ and by (3.18), then

$$
|x(t)|:=\|\phi\|_{\left[e, e+r_{2}\right]}+M_{2}:=l_{2}<\infty .
$$

From which if follows that for each $t \in\left[1-r_{1}, e+r_{2}\right]$, we have $\|x\|_{\left[1-r_{1}, e+r_{2}\right]} \leq k<\infty$, such that $k>0$ is constant, this implies that $\xi$ is bounded. As a consequence of the Schaefer's fixed point theorem, we deduce that $\mathcal{F}$ has a fixed point $x$ which is a solution to problem (1.1)-(1.4).

## 4 Example

Consider the following nonlinear problem

$$
\left\{\begin{array}{l}
{ }_{H}^{H} D^{\frac{3}{2}, \frac{1}{2}} x(t)=\frac{1}{e^{t}+9}\left(\frac{x_{t}}{x_{t}+1}-\frac{\left\lvert\,{ }_{H}^{H} D^{\frac{3}{2}}\right., \frac{1}{2}}{\left|{ }_{H}^{H} D^{\frac{3}{2}, \frac{1}{2}} x(t)\right|+1}\right)  \tag{4.1}\\
x\left(1^{+}\right)=0, \frac{1}{2} H^{H} I^{\frac{1}{3}} x(2)+2_{H}^{H} D^{1,1} x\left(e^{-}\right)=\frac{3}{4}, t \in(1, e) \\
x(t)+\frac{\sin x(t)}{e^{t}(1+x(t))}=\phi(t), \quad t \in[0,1] \\
x(t)+\frac{|x(t)|}{30 e^{t}(1+x(t))}=\psi(t), \quad t \in[e, e+2]
\end{array}\right.
$$

We see that $\alpha=\frac{3}{2}, \beta=\frac{1}{2}, \eta=2, \delta=\frac{1}{3}, a=\frac{1}{2}, b=2, c=\frac{3}{4}$
and

$$
f(t, u, v)=\frac{1}{e^{t}+9}\left(\frac{u}{u+1}-\frac{v}{v+1}\right)
$$

for $t \in(1, e), u \in C([-1,2], \mathbb{R}), v \in \mathbb{R}$. Clearly, the function $f$ is continuous, and for $u, \bar{u} \in[-1,2], v, \bar{v} \in \mathbb{R}$ and $t \in(1, e)$. We have

$$
\begin{aligned}
|f(t, u, v)-f(t, \bar{u}, \bar{v})| & \leq \frac{1}{e^{t}+9}\left(\|u-\bar{u}\|_{[-1,2]}+|v-\bar{v}|\right) \\
& \leq \frac{1}{10}\|u-\bar{u}\|_{[-1,2]}+\frac{1}{10}|v-\bar{v}|
\end{aligned}
$$

Hence, condition (H2) is satisfied with $L_{1}=L_{2}=\frac{1}{10}$.
Thus condition (H3) is satised with $M=\frac{1}{10}$.

$$
g_{1}(t)=\frac{\sin x(t)}{e^{t}(1+x(t))}, t \in[0,1], x \in C([0, e+2], \mathbb{R})
$$

$$
g_{2}(t)=\frac{|x(t)|}{30 e^{t}(1+x(t))}, t \in[e, e+2], x \in C([0, e+2], \mathbb{R}),
$$

and let $x_{1}, x_{2} \in C([0, e+2], \mathbb{R})$, we have, if $t \in[0,1]$

$$
\left|g_{1}\left(x_{1}\right)(t)-g_{1}\left(x_{2}\right)(t)\right| \leq \frac{1}{e^{t}}\left\|x_{1}-x_{2}\right\|_{[0 . e+2]}
$$

then

$$
\left\|g_{1}\left(x_{1}\right)-g_{1}\left(x_{2}\right)\right\|_{[0,1]} \leq \frac{1}{e}\left\|x_{1}-x_{2}\right\|_{[0 . e+2]}
$$

and if

$$
\left|g_{2}\left(x_{1}\right)(t)-g_{2}\left(x_{2}\right)(t)\right| \leq \frac{1}{30 e^{t}}\left\|x_{1}-x_{2}\right\|_{[0 . e+2]}
$$

then

$$
\left\|g_{2}\left(x_{1}\right)-g_{2}\left(x_{2}\right)\right\|_{[e, e+2]} \leq \frac{1}{30 e}\left\|x_{1}-x_{2}\right\|_{[0 . e+2]} .
$$

Hence, condition (H4) is satisfied with $L_{3}=\frac{1}{e}, L_{4}=\frac{1}{30 e}$.

$$
\begin{gathered}
\Omega:=\frac{L_{1}}{\left(1-L_{2}\right)}\left(\frac{1}{\Gamma(\alpha+1)}+\frac{|a|(\log \eta)^{\alpha+\delta}}{|\Lambda| \Gamma(\alpha+\delta+1)}+\frac{|b|}{|\Lambda| \Gamma(\alpha+1)}\right)=0.28528, \\
\rho=\max \left(\Omega, L_{3}, L_{4}\right)=0.36788<1 .
\end{gathered}
$$

Since all the conditions of Theorem 3.1 are satisfied, it follows that the problem (4.1)-(4.4) has a unique solution $x \in C^{2}\left(\left[1-r_{1}, e+r_{2}\right], \mathbb{R}\right)$.

## 5 Conclusion

In this work, we consider the implicit Hilfer-Hadamard fractional differential equations involving both retarded and advanced arguments and nonlocal mixed boundary conditions. We prove two theorems and we consider example to illustrate our results. In the first theorem, we prove the existence and uniqueness of the solution and in the second, we deal with the existence of at least one solution. The methods used are the Banach's fixed point Theorem and Schaefer's fixed point Theorem. Here, we remark that the Hilfer-Hadamard fractional derivative reduces to the Hadamard and Caputo fractional derivatives whenever $\beta=0$ and $\beta=1$, respectively.
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