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Abstract

Due to the spread of the Internet and its pervasiveness, “big data” is created daily. Processing this amount of data
requires a system with high processing power. In fact, the production and collection of data from a wide range of
different equipment and tools lead to the creation of large-scale databases. In dealing with large and unstructured
databases and their management, there are always challenges. This study aims to present a model to increase the
clustering accuracy of big data using a fuzzy clustering system based on data mining in a MatLab programming
environment. For this purpose, first, the importance of each variable in the decision tree models in SPSSModeler
software is determined, then with the help of these results, fuzzy rules are explained and a fuzzy inference system is
formed in MATLAB software. This study uses data mining techniques such as C&R Tree, Chaid and C5.0 to study
the development of the FCM method to increase clustering accuracy in high volume data and related factors such
as data preparation indicators, data type Data quality, data dimensions, data volume and number of clusters were
evaluated as inputs and clustering accuracy index was evaluated as output. Then, with the help of these results, the
rules of forming a fuzzy inference system were determined and by explaining the membership functions of the decision
model, it showed what effect each input index has on the output index.
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1 Introduction

Due to the spread of the Internet and its pervasiveness, a “large amount of data” is created daily. Processing this
volume of data requires a system with high processing power [10]. Conventional systems today are not able to process
such large volumes of data, and on the other hand, providing systems with high processing power due to high costs is
beyond the reach of businesses [14].
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Extraction of repetitive patterns has consequences such as space complexity [7] and [4] and [11]: Input data,
intermediate results and output patterns can be used for “memory placement”. They are too large to prevent the
execution of a large number of algorithms, as well as time complexity: Many existing methods rely on complete search
or complex data structures to extract duplicate patterns, which is unworkable for large data sets [10].

In interacting with large and unstructured databases and its management, there are always many challenges [8] and
[6], but the leading challenges are obstacles to work with large data, but do not extract value. It does not return from
them [3]. On the other hand, understanding information about human behavior by exploring petabytes of network
data suggests a tendency to research social behaviors and demonstrates the importance of Internet software design
and service development [17] and [16].
At the same time, the implementation of mobile networks that produce huge data can be the best social sensor for
these studies [12] and [5]. One way for web users to get to the subject more quickly and get a comprehensive view of
it is to increase the accuracy of clustering in large data, one way is to use “clustering” [5] and [9].

Big data refers to a set of large and complex data that cannot be processed by traditional data processing software
or is difficult [15]. The main challenge includes data analysis, collection and search [2]. The widespread use of multi-
way sensor technology, as well as Big data, has made the need for tools for data analysis and analysis strongly felt [7]
and [4]. On the other hand, matrices due to their limitations in data size and storage can not meet these needs well,
so the use of tensors and tensor analyzes to collect and analyze large data is important (2019) [1]. The use of tensors
makes it possible to move towards models that are essentially polynomial and their uniqueness, unlike matrices, is
established under moderate and natural conditions [13].

Bu et al. Presented an efficient c-means method based on data analysis for clustering big data on the Internet
of Things (IoT). The results show that the developed design significantly achieves clustering efficiency by increasing
the clustering accuracy compared to the traditional algorithm, which indicates the potential of the developed design
for exploring and extracting intelligent data from IoT big data. Yang et al. Examined the use of large-scale data
analysis to cluster interest in products and services and link clusters to financial performance. In doing so, the analysis
of existing data, such as email, which all companies have, can be used to validate new methods of identifying and
monitoring product demand, informing marketing strategies, using Big data analysis. Zhang et al. Examined the c-
means weighting algorithm on the cloud for big data clustering. The results show that the proposed scheme performs
more efficiently than the traditional c-means weighted algorithm and achieves good scalability over the cloud for big
data clustering.

In fact, the problems of this research can be the ambiguity and fatigue of decision-makers to increase the accuracy
of clustering in big data (electronic businesses active in the field of banking and professors and students in the fields
of industrial management, banking and IT) due to the combination of different methods of data services. IT Business,
Big Data Clustering Business Services Design Stage, Big Data Clustering Business Services Transfer Stage, Big Data
Clustering Business Services Operation Stage, and Big Data Clustering, Continuous Improvement of IT Services. On
the other hand, the need to use fuzzy clustering system based on modelling data mining increases the accuracy of
clustering in big data to increase trust and confidence in decision making, as well as the need for multiple expertise
through the simultaneous application of multiple knowledge areas. There are problems with increasing clustering
accuracy in big data. In the present study, a fuzzy clustering system based on data mining to increase the clustering
accuracy of big data, called BD-Cluster FCM is presented for the first time in the field of related research. According
to the main issue in this dissertation, the following main research question can be asked to better understand the
research issue: How can the increase of clustering accuracy in big volume data be comprehensively modelled?

2 Method

The method of this dissertation is analytical-modelling in terms of purpose because, on the one hand, the concepts
related to big data are described in detail and on the other hand, the relationships between these concepts are evaluated
and determined by experts. Concepts and variables related to big data have been extracted from books and other
library resources, and those variables and concepts have been evaluated using the opinions of experts. The decision
tree is specified in SPSSModeler software, then with the help of these results, fuzzy rules are explained and a fuzzy
inference system is formed in MATLAB software. The spatial scope of the present study is electronic businesses active
in the field of banking in the country. Due to the use of articles and documents from different sources, the method of
data collection in this dissertation is “case study of data” and to increase the accuracy of clustering that is extracted
from bank data, bank data is used. Figure 1 shows the research steps:

Defining qualitative variables using language constraints and assigning fuzzy numbers and sets and membership
functions to them.
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Modelling domain concepts Increasing the clustering accuracy of big data to identify the importance of input and
output variables and plot the relationships between them using decision tree models in SPSSModeler software.

Designing an inference/expert system using artificial intelligence calculations based on definitions and design using
MatLab programming environment, which includes extracting expert rules and evaluating them by experts and creating
a database of rules and de-fuzzing.

Analysis of output of fuzzy clustering system based on data mining to model the increase of clustering accuracy
big data.

Figure 1: Flowchart of research step

2.1 Statistical society

Due to the combined methodology of fuzzy clustering system based on data mining in MatLab programming
environment and IBM Modeler (Clementine) data-mining environment in modelling research, increasing the clustering
accuracy in big data will be used by experts. The study population of this dissertation can be divided into two general
groups: the first group includes academic professors in the field of study (academic experts); And the second group,
including IT specialists working in the country’s banking industry (industry experts), was categorized. The research
model is also shown in Figure 2.

Figure 2: Conceptual model of research

2.2 Implementation of decision tree models

In order to increase the clustering accuracy in big data using data mining techniques such as C&R Tree, Chaid,
and C5.0 to evaluate data wrangling indicators, data type, data quality, data dimensions, data volume and number of
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clusters as Inputs and clustering accuracy index are treated as outputs.

2.2.1 C&R tree method

In the first step of this method, the data is first called in Excel in SPSS Modeler software. The data are then
randomly divided into two categories of training and experiment with 70 and 30 percent, respectively. Then, by
specifying data wrangling indicators, data type, data quality, data dimensions, data volume and number of clusters
as inputs and clustering accuracy index as output are examined by C&R Tree method. The tree was formed with a
maximum depth of 3, the results of the importance of each indicator are shown in Figure 3:

Figure 3: Demonstrate the importance of each variable on e-marketing based on the C&R Tree method

2.2.2 CHAID tree method

In the first step of this method, the data is first called in Excel in SPSSModeler software. The data are then
randomly divided into two categories of training and experiment with 70 and 30 percent, respectively. Then, by
specifying data wrangling indicators, data type, data quality, data dimensions, data volume and number of clusters
as inputs and clustering accuracy index as output are examined by C&R Tree method. The tree was formed with a
maximum depth of 3, the results of the importance of each indicator are shown in Figure 4:

Figure 4: Demonstrate the importance of each of the variables on e-marketing based on the Chaid Tree method

2.2.3 C5.0 tree method

In the first step of this method, the data is first called in Excel in SPSSModeler software. The data are then
randomly divided into two categories of training and experiment with 70 and 30 percent, respectively. Then, by



Development of FCM method to increase clustering accuracy in big data 59

specifying data wrangling indicators, data type, data quality, data dimensions, data volume and number of clusters
as inputs and clustering accuracy index as output are examined by C5.0 Tree method. The tree was formed with a
maximum depth of 3, the results of the importance of each index are shown in Figure 5:

Figure 5: Demonstrate the importance of each variable on e-marketing based on the C5.0 Tree method

3 Results

Database, in its general sense, is a collection of information with a regular and organized structure. In this sense,
the simple storage of information in a file can also be considered as a kind of database. But in a specific sense, a
database is a collection of this information stored in a format that can be read and accessed by electronic devices.
The following are some of the academic definitions of this concept. A database is a collection of logically related data
(and descriptions of this data) designed to meet an organization’s information needs.

The database used in this study was collected in consultation with university professors in the field of study
(academic experts) and including IT professionals working in the country’s banking industry (industry experts). So
that the number 1 indicates very low, the number 2 indicates low, the number 3 indicates normal, the number 4
indicates high and the number 5 indicates very high for each indicator.

Important indicators to increase the accuracy of clustering in large data volumes are:

� Data wrangling

� Data type

� Data quality

� Data dimensions

� Data volume

� Number of clusters

Based on the results of decision tree models, data wrangling indicators, data type, data quality, data dimensions,
data volume and number of clusters as inputs at very good, good, normal, bad and very bad levels and the output index
of the clustering accuracy model at the levels Very good, good, normal, bad and very bad are presented using a fuzzy
inference system. Each of the inputs at different domains in different conditions is specified by a triangular membership
function at separate levels. Also, the output criteria are specified in different domains in different conditions with a
triangular membership function at separate levels. The membership functions of the input and output variables are
shown in Figures 6 to 12.

There are many fuzzy inference models. The most famous of them in engineering sciences is Mamdani fuzzy model.
In this research, Mamdani implication algorithm has been used. This model is preferred to other existing models due
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Figure 6: Display membership of, data wrangling input variables

Figure 7: Display membership functions of data type input variables

Figure 8: Display membership functions of data quality input variables

to its general acceptance and ease of use. Fuzzy set output membership functions in Mamdani fuzzy inference must
be non-fuzzy. This method increases the efficiency of the non-fuzzy process by reducing the required computations.
Types of Disposal Methods Included Types of Disposal Methods include Centroid of area, Bisecter of area, Smallest of
maximum, Largest of maximum, Mean of maximum, Weighted average (WA), Total Weight, which generally has the
most applications of COA and WA. In Mamdani fuzzy model used in this research, a combination of area center of
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Figure 9: Display membership functions of data dimension input variables

Figure 10: Display membership functions of data volume input variables

Figure 11: Display membership functions of variable input cluster number

gravity operators has been used. The weight of each of the criteria is 1 and is considered from the conditional phrase
“and”. Fuzzy inference systems include 30 rules for forming a fuzzy inference system. By applying the membership
functions and rules of each fuzzy inference system, the results of the systems can be seen in Figure 13.

The results of the fuzzy inference system can be shown in graphical representation and enter input and output
analysis quantitatively. Inputs and outputs were examined by logging in and displaying its output, the results of which
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Figure 12: Display membership variables of variable output clustering accuracy

Figure 13: Fuzzy inference system provided for accurate clustering

in Table 1 show that the system has been implemented. Also, the 3D representation of input variables and output
variables is performed in Figures 14 to 16.

Table 1: Outputs in a fuzzy inference system

Qualitative
clustering
accuracy

Slightly
clustered
accuracy

Data
wrangling

Data
type

Data
quality

Data
dimensions

Data
volume

Number of
clusters

Bad 2.9156 3 2 3 1 1 2
Normal 4.1685 4 9 5 2 3 3
Normal 3.0522 3 5 4 2 2 6
Normal 4.6895 1 2 8 3 4 8
Good 6.7965 9 5 9 6 8 7
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Figure 14: Diagram of data preparation changes and data type and clustering accuracy

Figure 15: Diagram of data quality changes and data dimensions and clustering accuracy

Figure 16: Diagram of data volume changes and number of clusters and clustering accuracy

4 Conclusions

By reviewing the conducted researches, the factors related to increasing the clustering accuracy in big data were
determined. By collecting data on 24 indicators to help expert’s database record was collected. Using data mining
techniques such as C&R Tree, Chaid and C5.0, data preparation indicators, data type, data quality, data dimensions,
data volume and number of clusters which results in the following method:

� C&R Tree method: number of clusters

� Tree CHIAD method: data quality

� Tree Method C5.0: Data Dimensions

Findings indicate that there is evidence of good performance of the proposed models. According to Table 2, the
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accuracy of the results obtained from C&R Tree, Chaid and C5.0 methods is in both training and testing modes. The
ranking of the methods in terms of accuracy can be arranged as follows:

1. C&R Tree

2. C5.0 Tree

3. CHAID Tree

Table 2: Investigating the accuracy of models

Training stage Test stage

C&R Tree method
Correct %84.21 %100
wrong %15.79 0%

Tree CHIAD method
correct %89.47 80%
wrong %10.53 20%

Tree C5.0 method
correct %94.74 100%
wrong %5.26 0%

According to the modeling of the fuzzy inference system based on the results of the decision tree model related to
6 inputs and outputs, taking into account the relevant rules, the result of the status of each of the inputs and outputs
can be examined in Figures 17 to 22.

Figure 17: Check data wrangling and clustering accuracy

Figure 18: Check data type and clustering accuracy

This study uses data mining techniques such as C&R Tree, Chaid and C5.0 to study the development of FCM
method to increase clustering accuracy in high volume data and related factors such as data preparation indicators,
data type, Data quality, data dimensions, data volume and number of clusters were evaluated as inputs and clustering
accuracy index was evaluated as output. Then, with the help of these results, the rules for forming a fuzzy inference
system were determined and by explaining the membership functions of the decision model, it showed what effect each
input index has on the output index.
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Figure 19: Check data quality and clustering accuracy

Figure 20: Check data dimensions and clustering accuracy

Figure 21: Check data volume and clustering accuracy

Figure 22: Investigate the relationship between the number of clusters and the accuracy of clustering
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