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#### Abstract

Many abilities of Monte Carlo simulation methods have led to their increasing use in solving various reliability problems of structures. These methods are based on generating random samples in order to simulate events and estimate their results. Achieving certain accuracy requires a significant number of simulation operations. Acceptable accuracies can be achieved with a smaller number of samples by adopting different approaches. In this article, for the first time, symmetric structures are analyzed using the theory of graphs and canonical forms, the frequency of the structures is calculated, and their reliability is also checked using these theories. Also, the study and investigation of the calculation of frequencies and eigenvectors corresponding to symmetric structural models from the point of view of the decomposition of the stiffness matrix in probabilistic reliability analysis, which we will achieve this goal by using the proposed theories. In this article, in addition to obtaining all canonical forms, the relationship between all canonical forms is obtained. Finally, a new Rayleigh-based theory called the proposed improved Rayleigh theory is presented, which is used to extract the natural frequencies of structures. Also, in this research, several samples of different frames and structures were presented using the proposed method and finally, numerical results were presented and the solution of the three-story frame with 24 degrees of freedom was presented. It can be seen from the results that the proposed method has a much higher speed and accuracy than the Monte Carlo method.
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## 1 Introduction

Engineering structures are subjected to environmental loads that are inherently random in nature (19. On the other hand, mechanical parameters of structural materials such as material properties and geometrical conditions of the structure in terms of dimensions and boundary conditions in general are basic sources uncertainty in a structure are considered [14]. The random nature of the loads and mechanical parameters of the materials and geometry of the structure can result in the random performance of the structure at the operational level. Therefore, evaluating

[^0]and estimating the probability of failure at the level of the structure's operation, taking into account the types of uncertainty, is of particular importance in estimating the level of safety of the structure [15]. Useful probabilistic methods of reliability of structures can be used to estimate the safety of the structure (estimate the probability of failure). The methods of estimating the probability of failure of a structure are mainly divided into two categories, analytical methods and simulation methods [18].

Appropriate estimation is important to estimate the probability of failure in the reliability analysis of structures. For this purpose, methods such as: Hasofer-Lind method, stable transfer method, simulation methods such as Monte Carlo, fuzzy index of structures and methods based on gradient vector have been widely used by structural engineers and many articles try to have developed or optimized existing methods. The existence of symmetry reduces the dimensions of the problem and the dimensions of the corresponding matrices, and therefore, it reduces the problem necessary to implement numerical algorithms in computers and increases the speed of its execution, and it is clear that it controls the propagation of calculation errors. This importance appears when we will face large-scale structures. One of the goals of this article is to study and investigate the calculation of frequencies and eigenvectors corresponding to symmetric structural models from the perspective of stiffness matrix decomposition in a probabilistic reliability analysis.

## 2 Monte Carlo simulation method

This method has many applications in the analysis of discrete random processes as well as complex reliability problems with a limit condition function containing several maximum possible points. Monte Carlo method can be used to estimate the probability of failure based on three basic steps as follows:

1. Random generation of numbers using the cumulative probability distribution function of random variables in the range of zero and one $X \in[0,1]$
2. Estimating the value of each random variable using the statistical properties of random variables based on the randomly generated number in step one
3. Estimation of the limit condition function according to the data generated in the second step and estimation of the failure probability

Monte Carlo simulation method is a simple random sampling method based on creating a sequence of random samples where each random variable $X_{i}$ is randomly sampled and then the limit state function is checked. If $g\left(X_{i}\right) \leq 0$ is established, in such a case, the generated sample of random data $X_{i}$ is placed in the failure area and otherwise in the health area. This test (simulator of random variables with limit state function control) requires a large number of repetitions, in each of these times the vector $X_{i}$ is randomly selected to produce several points in the failure zone.

## 3 Literature review

In Kaveh and Sayarinejad's paper, the first-order reliability- based method (FORM) is presented for reliability sensitivity calculation of a structural system with linear limit state function and normal random variables. They also used Monte Carlo simulation to estimate reliability sensitivity and proposed a method to use first order deviation for sensitivity analysis of random variables. In most of these methods, it is assumed that random variables have cognitive uncertainty, which means that all parameters of random variables are certain. However, in engineering problems, all random variables are unrealistic because there is both cognitive uncertainty and stochastic uncertainty in the random variable. Random uncertainty is the result of insufficient information, under-sampling data or missing data. While cognitive uncertainty is the essence of variables [8, 9, 11].

Researchers conducted many studies on sensitivity analysis based on P-BOX [3, 12]. Nevertheless, sensitivity analysis is suggested to be slightly different from reliability sensitivity analysis. Also, methods based on Monte Carlo simulation (MCS) have been widely used in reliability sensitivity analysis. For example, [10] proposed a Monte Carlo simulation-based sensitivity estimation method [5]. They provided an efficient method to estimate Monte Carlo simulation-based sensitivity parameters. Therefore, these methods are only based on stochastic uncertainty instead of using both cognitive uncertainty and stochastic uncertainty. In this work, by putting together P-BOX principle, interval algorithm, FORM method, Monte Carlo simulation and using the methods of papers [5, 9, a single reliability sensitivity estimation method including both a accidently uncertainty and cognitive uncertainty was suggested.

In 2018, Burukhina and colleagues formed a reliability matrix based on a distinct matrix of special matrices and continuity matrices for the analysis of structural designs, where the probability of failure and success of the system is
equal to the reliability matrix, which can be used to reduce time and the volume of structural software calculations used [2]. In 1988, Johnson investigated the effect of variables such as materials, equipment, human factors and the environment in the calculation of structural stress and strength [6]. In 2013, Fragiadakis and Christodoulou proposed a simple and small-scale network based on the real scale by using graph theory and calculating reliability with Monte Carlo simulation to get an estimate of the probability of failure at the desired level [4. In 2013, using several samples that were subjected to seismic stimulation and under the control of active systems, Shariatmadar and Behnam Rad showed the evaluation method by simulating a subset in the probability of rupture of areas with complex rupture and a large number of random variables is an efficient method and powerful [17. In 2017, Lehký, et al. discussed the advantages and disadvantages of these two methods with two techniques of simulating small samples of artificial neural networks and using inverse reliability in the design of reinforced concrete beams and slabs, etc. [13]. In 2017, Nabian and Meidani studied and predicted basic systems from the classified replacement of determined connection networks and the end-to-end replacement of a number of components specified and determined connections as well as the average connections for the study based on the simulation of two terminals of the California transportation network connections based on the maximum probability of an earthquake through an in-depth study of neural networks to accelerate the reliability analysis [16. In 2012, Bhattacharyya and Johnson were able to obtain more reliable and accurate results for the calculation of stress and resistance in reliability systems by studying limited samples to Monte Carlo simulation with asymptotic distribution of developed samples [1].

## 4 Concepts of graph theory

A graph $G(N ; M)$ consists of a set of nodes (vertices) and a set of member elements (edges) with an incidence relation that associates a pair of nodes with each member. Two nodes are adjacent if they match the same member. $A$ graph $G$ is called undirected if a member of a pair of nodes is unordered.

In linear algebra, two matrices $A$ and $B$ are called similar if:

$$
\begin{equation*}
B=P^{-1} A P \tag{4.1}
\end{equation*}
$$

where $P$ is a non-singular matrix and the transformation $A \rightarrow B$ is known as the similarity transformation of $A$. The characteristic polynomial of a square matrix $A$ is a polynomial of the form $P(\lambda)=\operatorname{det}(A-\lambda I)$, which is stable under matrix similarity and has eigenvalues as roots. A scalar number $\lambda$ is an eigenvalue of $A$ if there exists a nonzero vector $v$, known as an eigenvector, such that:

$$
\begin{gather*}
A v=\lambda v  \tag{4.2}\\
(\lambda I-A) v=0 \tag{4.3}
\end{gather*}
$$

The characteristic polynomial of a diagonal matrix $A$ is easily defined. If the diagonal entries of $A$ are $a_{1} . a_{2} ; a_{3} ; \ldots ; a_{n}$, then:

$$
\begin{equation*}
\left(a_{1}-\lambda\right)\left(a_{2}-\lambda\right)\left(a_{3}-\lambda\right) \ldots\left(a_{n}-\lambda\right)=0 \tag{4.4}
\end{equation*}
$$

A will be the characteristic polynomial. According to Eq. 4.4, it can be seen that the diagonal entries are also eigenvalues of this matrix. The simplest matrix to find the eigenvalues of is a diagonal matrix. Similarly, the eigenvalues of a triangular matrix are its diagonal entries.

A matrix can have imaginary eigenvalues because its characteristic polynomial can have real or mixed roots. Every $n \times n$ matrix has exactly $n$ imaginary and real eigenvalues, which are counted by multiplicity.

The adjacency matrix $A$ of the graph $G$ whose nodes are labeled $n$ is defined as follows:

$$
a_{i j}= \begin{cases}1, & \text { if node } n_{i} \text { is adjacent to } n_{i}  \tag{4.5}\\ 0, & \text { otherwise }\end{cases}
$$

The degree matrix $D=[d i j] n n$ is a diagonal matrix containing the degree of node, where dii is the degree of node $i$. The Laplacian matrix $L=[l i j] n n$ is defined as follows:

$$
\begin{equation*}
L=D-A \tag{4.6}
\end{equation*}
$$

Therefore, the inputs of region $L$ are:

$$
a_{i j}= \begin{cases}-1, & \text { if node } n_{i} \text { is adjacent to } n_{i}  \tag{4.7}\\ \operatorname{deg}\left(n_{i}\right), & \text { if } i=j ; \\ 0, & \text { otherwise }\end{cases}
$$

To solve the special adjacency matrix, consider the special problem as follows:

$$
\begin{equation*}
A v_{i}=\lambda_{i} v_{i} \tag{4.8}
\end{equation*}
$$

where $\lambda_{i}$ is the $i^{\text {th }}$ eigenvalue and $v_{i}$ is the corresponding eigenvector. For $A$ to be a real symmetric matrix, all the corresponding eigenvalues in the form of equation $\sqrt{4.9}$ are real:

$$
\begin{equation*}
\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \ldots \leq \lambda_{n-1} \leq \lambda_{n} \tag{4.9}
\end{equation*}
$$

The largest eigenvalue $\lambda_{n}$ has a multiplicity equal to unity for the characteristic equation $A$. The corresponding eigenvector $v_{n}$ is the only eigenvector with positive entries. This vector has many interesting properties that are used in structural mechanics. For the special solution of the Laplacian matrix, consider the problem as follows:

$$
\begin{equation*}
L_{v_{i}}=\lambda_{i} v_{i} \tag{4.10}
\end{equation*}
$$

where $\lambda_{i}$ is the $i^{\text {th }}$ eigenvalue and $v_{i}$ is the corresponding eigenvector. Since $A$ is a real symmetric matrix and all its eigenvalues are real, all eigenvalues of $L$ are also real. It can be shown that the matrix $L$ is a positive semi-definite matrix by:

$$
\begin{align*}
0=\lambda_{1} \leq \lambda_{2} & \leq \lambda_{3} \leq \ldots \leq \lambda_{n-1} \leq \lambda_{n}  \tag{4.11}\\
v_{1} & =\{1.1 .1 \ldots 1\} . \tag{4.12}
\end{align*}
$$

The second eigenvalue $\lambda_{2}$ of $L$ is also known as the "algebraic connection" of the graph, and its eigenvector $v_{2}$ is called the Fiedler vector. This vector has interesting properties. Kronecker product of two matrices is an operation on these matrices that results in a block matrix. This operation is denoted by $\otimes$. Kronecker product of two matrices $A_{m n}$ and $B_{p q}$ is the block matrix $m p \times n q$ in the form:

$$
A_{m \times n} \bigotimes B_{p \times q}=\left[\begin{array}{ccc}
a_{11} B & \cdots & a_{1 n} B  \tag{4.13}\\
\vdots & \ddots & \vdots \\
a_{m 1} B & \cdots & a_{1 n} B
\end{array}\right]_{m p \times n q}
$$

A Hermitian matrix is a square matrix equal to its conjugate transpose. A real matrix is Hermitian if and only if it is symmetric. Being Hermitian is a necessary condition for a matrix to be diagonal:

$$
\begin{equation*}
\mathrm{A} \text { is Hermitian } \Longleftrightarrow a_{i j}=\overline{a_{j i}} \text {. } \tag{4.14}
\end{equation*}
$$

For two matrices $A_{1}$ and $A_{2}$ to be diagonalizable simultaneously, these two matrices must be Hermitian and the substitution $A_{1} A_{2}=A_{2} A_{1}$.

## 5 Canonical forms of a matrix

In this section, all existing canonical forms for structures with two-way symmetry and rotational repeating structures are presented. Here, M is a matrix whose elements consist entirely of real numbers. Canonical forms I, II, III and IV were presented by Kala [7, 8].

### 5.1 Canonical form I

In this figure, M is a diagonal block matrix whose pattern is shown in Eq. 5.1):

$$
M_{2 n}=\left[\begin{array}{cc}
A_{n} & 0  \tag{5.1}\\
0 & A_{n}
\end{array}\right]_{2 n \times 2 n}
$$

Since M is a diagonal matrix, its determinant can be calculated as follows:

$$
\begin{equation*}
\operatorname{det}(M)=\operatorname{det}(A) \times \operatorname{det}(A) \tag{5.2}
\end{equation*}
$$

Moreover, the set of eigenvalues of submatrix $A$ is equal to $\lambda A$. Therefore, the eigenvalues of M can be calculated as Eq. 5.3.

$$
\begin{equation*}
\lambda_{M}=\left\{\lambda_{A}\right\} \cup\left\{\lambda_{A}\right\} \tag{5.3}
\end{equation*}
$$

This form can be generalized by placing a large number of matrices of different dimensions on its main diagonal entries. According to Eq. (5.3), the eigenvalues of this generalized matrix will be equal to the union of the eigenvalues of those matrices located in its main diameter.

### 5.2 Canonical form II

As shown in Eq. 5.4, for this particular form, the matrix M has a pattern:

$$
M_{2 n}=\left[\begin{array}{ll}
A_{n} & B_{n}  \tag{5.4}\\
B_{n} & A_{n}
\end{array}\right]_{2 n \times 2 n}
$$

By adding the second column to the first column and then subtracting the first row from the second column, M becomes an upper triangular matrix as follows:

$$
M_{2 n}=\left[\begin{array}{ll}
A_{n} & B_{n}  \tag{5.5}\\
B_{n} & A_{n}
\end{array}\right]=\left[\begin{array}{cc}
C_{n} & B_{n} \\
0 & D_{n}
\end{array}\right]
$$

where

$$
\begin{align*}
C & =[A]+[B]  \tag{5.6}\\
D & =[A]-[B] \tag{5.7}
\end{align*}
$$

Since $M$ is a triangular matrix, its determinant is equal to the product of two matrices lying on the diameter of M. Therefore, the set of eigenvalues of M can be obtained as Eq. (5.8):

$$
\begin{equation*}
\lambda_{M}=\left\{\lambda_{C}\right\} \cup\left\{\lambda_{D}\right\} \tag{5.8}
\end{equation*}
$$

### 5.3 Canonical form III

In this figure, M has an $N \times N$ submatrix where $N=2 n$. Form II pattern is reinforced with k rows and k columns as formulated in Eq. (23):

$$
M=\left[\begin{array}{lll}
A & B & P  \tag{5.9}\\
B & A & P \\
Q & H & R
\end{array}\right]
$$

As can be seen, M is an $(N+k) \times(N+k)$ matrix and the entries of the augmented columns are the same in each column. Similar to form II, in this case, M can be factored using row and column permutation. By replacing the second column and the second row with the fourth column and the fourth row respectively, the fourth column is added to the first column. In the last step, by reducing the first row from the fourth row, $M$ becomes an upper triangular matrix in the form of Eq. 5.10):

$$
M=\left[\begin{array}{ccc}
A+B & P & B  \tag{5.10}\\
Q+H & R & H \\
0 & 0 & A-B
\end{array}\right]=\left[\begin{array}{cc}
E & K \\
0 & D
\end{array}\right]
$$

where

$$
\begin{gather*}
E=\left[\begin{array}{ll}
A+B & P \\
Q+H & R
\end{array}\right]  \tag{5.11}\\
D=[A]-[B] \tag{5.12}
\end{gather*}
$$

Since M is a triangular matrix, its determinant is equal to the product of two matrices that lie on the diagonal entries. Therefore, the set of eigenvalues of M can be obtained as Eq. 5.13:

$$
\begin{equation*}
\lambda_{M}=\left\{\lambda_{E}\right\} \cup\left\{\lambda_{D}\right\} \tag{5.13}
\end{equation*}
$$

### 5.4 Canonical form IV

M is a $6 n \times 6 n$ matrix with the following pattern:

$$
M=\left[\begin{array}{cccccc}
S-H & H-S & & & &  \tag{5.14}\\
H-S & S & -H & & & \\
& -H & S & H-S & & \\
& & H-S & S & -H & \\
& & & -H & S & H-S \\
& & & & H-S & S-H
\end{array}\right]
$$

$S$ and $H$ are $n \times n$ matrices. The characteristic polynomial of M can be calculated through Eq. 5.15):

$$
\begin{equation*}
P_{M}(\lambda)=[\lambda(2 H-2 S+\lambda)]\left[\lambda^{2}-2 S \lambda+S H-H^{2}\right]\left[\lambda^{2}-2 S \lambda+3 S H+-3 H^{2}\right] \tag{5.15}
\end{equation*}
$$

The first term of the Eq. 5.15 can be considered as the characteristic polynomial of the matrix, which is a matrix of the form II of Eq. 5.16:

$$
\left[E_{1}\right]=\left[\begin{array}{ll}
S-H & H-S  \tag{5.16}\\
H-S & S-H
\end{array}\right]=\lambda_{(2 S-2 H)} \cup \lambda_{[0]_{n \times n}}
$$

The second term of Eq. 5.15 can be considered as the characteristic polynomial of the matrix in Eq. 5.17):

$$
\left[E_{2}\right]=\left[\begin{array}{cc}
S+H & -S  \tag{5.17}\\
H-S & S-H
\end{array}\right]
$$

The third term of Eq. 5.15 can be considered as the characteristic polynomial of the matrix in Eq. 5.18):

$$
\left[E_{2}\right]=\left[\begin{array}{cc}
S+H & -S  \tag{5.18}\\
H-S & S-H
\end{array}\right]
$$

Hence, to find the eigenvalues of a matrix in the form of Eq. 5.14, calculate the eigenvalues $E_{i}$ for $i=1.2$ and 3 are enough:

$$
\begin{equation*}
\lambda_{M}=\left\{\lambda_{E_{1}}\right\} \cup\left\{\lambda_{E_{2}}\right\} \cup\left\{\lambda_{E_{3}}\right\} \tag{5.19}
\end{equation*}
$$

## 6 The model of the investigated structure

If we consider a three-story bending frame with 24 degrees of translational freedom, we want to use the minimum and maximum frequencies created in this frame to evaluate the reliability of the nodes in the face of failure or failure. We know that the vibration period T actually expresses the physical and behavioral characteristics of the system in contrast to dynamic movement, and because it has an inverse relationship with stiffness, it is another expression of stiffness. Also, the determination of the vibration period of the system, $T_{n}$ of the structure is dependent on the determination of the frequency $\omega_{n}$, because:

$$
\begin{equation*}
T_{n}=\frac{2 \pi}{\omega_{n}}=2 \pi \sqrt{\frac{m}{k}} \tag{6.1}
\end{equation*}
$$

Considering that the determination of vibration characteristics including frequencies and natural modes of a structure requires solving the matrix of the eigenvalue problem and other similar methods, first of all, the methods of determining the natural vibration period of the structure should be addressed using analytical, experimental and software relationships. Then, the concepts of reliability assessment of structures and Monte Carlo simulation will be examined, and finally, by introducing the graph method and canonical standard forms, a new method will be mentioned in the process of calculating the reliability of structures.

## 7 Investigating the solution of the three-story frame with 24 degrees of freedom

In current paper, a three-story frame with 24 degrees of freedom has been considered as a model order to check the detailed method solution. It should be noted that to apply the boundary conditions of the free edge and the cantilever edge, we consider the stiffness of the hypothetical springs at the edges of the three-story frame to be equal to 0 and $10^{20}$, respectively. Also, we consider the abbreviations of F and C for the boundary conditions for the free edge and for the cantilever edge, respectively.

According to the results presented in the given tables $\sqrt{122}$, it can be seen that the correctness of the rapid convergence of the exact solutions provided in the proposed method and Monte Carlo is quite evident, and from the results obtained, it can be concluded that in the proposed method and Monte Carlo Found in the value of the improved Fourier series expansion index of $14 \times 14$, we can achieve acceptable results.

Now, in the following, we analyze the effects of changes in the geometric parameters of the three-story frame on the in-plane free vibrations of the three-story frame using the detailed solution provided.

Table 1: Natural frequency of three-story frame (HZ) with dimensions $\frac{a}{b}=1$ with FFFF boundary conditions

| method | $M \times N$ | Mod number |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| Improved | $6 \times 6$ | 1423.257 | 1545.124 | 1545.124 | 1634.903 | 2243.338 | 2704.183 | 2643.552 | 2643.552 |
|  | $8 \times 8$ | 1322.661 | 1411.426 | 1411.426 | 1494.359 | 1702.13 | 1961.774 | 2123.657 | 2123.657 |
|  | $10 \times 10$ | 1314.07 | 1400.556 | 1400.556 | 1486.652 | 1690.889 | 1953.328 | 2110.096 | 2110.096 |
|  | $12 \times 12$ | 1313.244 | 1399.647 | 1399.647 | 1486.266 | 1690.35 | 1953.27 | 2109.611 | 2109.611 |
|  | $14 \times 14$ | 1313.152 | 1399.312 | 1399.312 | 1486.147 | 1689.927 | 1953.211 | 2109.443 | 2109.443 |
| ANSYS |  | 1311.5 | 1397.3 | 1397.3 | 1484.9 | 1687.7 | 1950.5 | 2105.8 | 2105.8 |

Table 2: Natural frequency of three-story frame (HZ) with dimensions $\frac{a}{b}=1$ with CCCC boundary conditions

| method | $M \times N$ | Mod number |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| improved <br> Rayleigh-Ritz <br> method | $6 \times 6$ | 2301.44 | 2301.44 | 2503.494 | 3287.837 | 5137.24 | 4661.084 | 4661.084 | 5907.18 |
|  | $8 \times 8$ | 2022.064 | 2022.064 | 2402.481 | 2956.612 | 3351.242 | 3372.441 | 3372.441 | 3835.35 |
|  | $10 \times 10$ | 2013.728 | 2013.728 | 2398.841 | 2939.247 | 3322.406 | 3348.41 | 3348.41 | 3802.664 |
| ANSYS | $14 \times 14$ | 2012.207 | 2011.207 | 2397.432 | 2937.006 | 3319.004 | 3345.741 | 3345.741 | 3798.842 |



Figure 1: Investigating the effects of changes in the aspect ratio on the natural frequencies of the three-story frame extracted from the proposed method and found by Monte Carlo for CCCC boundary conditions.

In Fig. 1. it can be seen that the natural frequencies for the first mode shape decrease with the increase of the aspect ratio $\frac{a}{b}$ from the beginning, but the natural frequencies for the second to eighth mode shape increase up to a value of the aspect ratio and Then, after that, the aspect ratio value starts to decrease. And this downward trend continues until after the value of the aspect ratio $\frac{a}{b}=100$ natural frequencies remain almost constant.

In Fig. 2 it can be seen that the natural frequencies for the first mode shape increase linearly with the increase of the aspect ratio $\frac{a}{b}$ from the very beginning, but the natural frequencies for the second to eighth modes shape up to a value of the aspect ratio. First, it increases non-linearly, and this non-linear upward trend continues until the natural frequencies increase linearly after a certain value of the $\frac{a}{b}$ aspect ratio.


Figure 2: Investigating the effects of changes in the aspect ratio on the natural frequencies of the three-story frame extracted from the proposed method and found by Monte Carlo for CCCC boundary conditions.

In Fig. 33, it can be seen that the natural frequencies for the first to third mode shape decrease with the increase of the aspect ratio $\frac{a}{b}$ from the very beginning, but the natural frequencies for the fourth to eighth mode shape increase up to a value of the aspect ratio. And then after that, the aspect ratio value starts to decrease. And this downward trend continues until the natural frequencies remain almost constant after the value of the aspect ratio $\frac{a}{b}=150$, which if we compare these results with the results of the three-story frame with CCCC boundary conditions We can see that the natural frequency values in the three-story frame with CFFF boundary conditions reach a constant value later.


Figure 3: Investigating the effects of changes in the aspect ratio on the natural frequencies of the three-story frame extracted from the proposed method and found by Monte Carlo for CFFF boundary conditions.

## 8 Conclusion

In this paper, the free vibrations of a three-story frame with 24 degrees of freedom with different boundary conditions and geometrical conditions were investigated and the following results were obtained:

By using the proposed method as well as Monte Carlo simulation and the artificial spring boundary technique, all classical boundary conditions can be easily applied to the problem.

By using the displacement components of the improved Fourier series expansion in the Rayleigh-Ritz method, an accurate solution can be provided in the field of in-plane free vibrations of the three-story frame. Also, by using the improved Rayleigh-Ritz method, we will be able to investigate several issues in the field of vibrations.

By increasing the expansion indices of the improved Fourier series expansion $m$ and $n$ of the presented method up to the value of $\mathrm{m}=\mathrm{n}=14$, the natural frequencies of the in-plane free vibrations of the three-story frame can be extracted with good accuracy.

The natural frequencies of the free vibrations of the three-story frame decrease with the increase of the $\mathrm{a} / \mathrm{b}$ aspect ratio for FFFF and CFFF boundary conditions and increase for CCCC boundary conditions.
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