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#### Abstract

In this paper, using variational methods and critical point theory we establish the existence of multiple solutions for a class of elliptic equations on Carnot groups depending on one real positive parameter and involving a subcritical nonlinearity. Some recent results are extended and improved.
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## 1 Introduction

In this paper, we study the existence of two and infinitely many weak solutions for the following problem

$$
\left\{\begin{array}{l}
-\Delta_{\mathbb{G}} u=\lambda f(\xi, u), \quad \text { in } D  \tag{1.1}\\
\left.u\right|_{\partial D}=0,
\end{array}\right.
$$

where $D$ is a smooth bounded domain of the Carnot group $\mathbb{G}, \Delta_{\mathbb{G}}$ is the subelliptic Laplacian on $\mathbb{G}$, and $\lambda$ is a positive real parameter. Study on Carnot-Carathèodory (briefly CC) spaces can be considered as an field which presently experiencing vast improvement. In these abstract structures, the interactions between analytical and geometric tools have been performed with prosperous results and they are a particular category of metric spaces. In this situation, Carnot groups play a primary role, as it is famous, they are finite dimensional, simply connected Lie groups $\mathbb{G}$ whose Lie algebra $g$ of left invariant vector fields is stratified (see Section 2). Approximately Carnot groups can be recognized as local models of CC spaces. In fact, they are the natural digression spaces to CC spaces, exactly as Euclidean spaces are digression to manifolds. It is distinguished that many authors have focused on the study of subelliptic equations on Carnot groups and especially, on the Heisenberg group $\mathbb{H}^{n}$, see the papers [2, 1, 5, 1, 1, 8, 10, 15, 12, 14, 13, and references therein. For example, in [13] Molica Bisci and Ferrara, by using variational methods and a direct consequence of the celebrated Pucci-Serrin theorem, have established the existence of at least two weak solutions for the problem 1.1), and especially Ferrara et.al [8] have proved the existence of at least one nontrivial solution by using variational methods for the problem 1.1.

In the present paper, we use a variational method to prove the existence of solutions for the problem (1.1) under suitable conditions imposed on $f$ (see, the conditions $\left(f_{0}\right),\left(f_{1}\right)$ and $\left(f_{2}\right)$ in Theorem 3.3 and the condition $\left(f_{0}\right)$ in

[^0]Theorem 3.4. In Theorem 3.3 we establish the existence of at least two weak solutions for the problem 1.1), while in Theorem 3.4 we discuss the existence of infinitely many weak solutions for the problem (1.1). The key used theorems here are completely different from the theorems used in [13]. In addition, we also prove the existence of infinitely many weak solution for the problem (1.1).

The present paper is organized as follows. In Section 2, we recall some basic definitions and our main tools. In Section 3, we state and prove the main results of the paper. Then, we give two examples to illustrate our results.

## 2 Preliminaries and Basic Notation

We now introduce a few basic notations and definitions about Carnot groups. A Carnot group $G$ of step $r \geq 1$ is a simply connected nilpotent Lie group whose Lie algebra $g$ is stratified. This means that $g$ admits a decomposition as a vector space sum

$$
g=\bigoplus_{k=1}^{r} g_{k}
$$

such that

$$
\left[g_{1}, g_{i}\right]=g_{i+1}, \text { for } 1<i \leq r-1
$$

and

$$
\left[g_{1}, g_{i}\right]=\{0\} \text { for } i>r .
$$

Note that $g$ is generated as a Lie algebra by $g_{1}$. The exponential map is a diffeomorphism from $g$ onto $\mathbb{G}$. Using these exponential coordinates, consider $\left(\mathbb{R}^{n}, \circ\right)$, where $n=\operatorname{dim} g_{1}+\ldots \ldots+\operatorname{dim} g_{r}$ and the operation $\circ$ is given by the Baker-Campbell-Hausdorff formula. We suppose $\mathbb{R}^{n}$ is endowed with a homogeneous structure by a given family of Lie group automorphisms $\left\{\delta_{\mu}\right\}_{\mu>0}$ (called dilations) of the form

$$
\delta_{\mu}\left(\xi^{(1)}, \xi^{(2)}, \ldots, \xi^{(r)}\right):=\left(\mu^{1} \xi^{(1)}, \mu^{2} \xi^{(2)}, \ldots, \mu^{r} \xi^{(r)}\right)
$$

where $\xi^{k} \in \mathbb{R}^{n_{k}}$ for every $k \in\{1, \ldots, r\}$ and $\sum_{k=1}^{r} n_{k}=n$.
The structure $\mathbb{G}:=\left(\mathbb{R}^{n}, \circ, \delta_{\mu}\right)$ is called a homogeneous group with homogeneous dimension

$$
\begin{equation*}
\operatorname{dim}_{h} \mathbb{G}=\sum_{k=1}^{r} k n_{k} . \tag{2.1}
\end{equation*}
$$

In this paper, we let $\operatorname{dim}_{h} \mathbb{G} \geq 3$. A Carnot group is a homogeneous group $\mathbb{G}$ such that the Lie algebra $g$ associated to $\mathbb{G}$ is stratified. Moreover, the subelliptic Laplacian operator on $\mathbb{G}$ is the second order differential operator, given by

$$
\Delta_{\mathbb{G}}:=\sum_{k=1}^{n_{1}} X_{n_{k}}^{2}
$$

where $\left\{X_{1}, \ldots, X_{n_{1}}\right\}$ is a basis of $g_{1}$ and

$$
\Delta_{\mathbb{G}}:=\left(X_{1}, \ldots, X_{n_{1}}\right)
$$

the related horizontal gradient. The following Sobolev-type inequality plays a crucial role in the functional analysis on Carnot groups:

$$
\begin{equation*}
\int_{D}|u(\xi)|^{2^{*}} d \xi \leq C \int_{D}\left|\nabla_{\mathbb{G}} u(\xi)\right|^{2} d \xi, \quad \forall u \in C_{0}^{\infty} \tag{2.2}
\end{equation*}
$$

(see [6]). In the above expression, $C$ is a positive constant (independent of $u$ ) and

$$
2^{*}=\frac{2 \operatorname{dim}_{h} \mathbb{G}}{\operatorname{dim}_{h} \mathbb{G}-2}
$$

is the critical Sobolev exponent. Inequality 2.2 ensures that if $D$ is a bounded open (smooth) subset of $\mathbb{G}$, then the function

$$
\begin{equation*}
u \rightarrow\|u\|_{S_{0}^{1}}:=\left(\int_{D}\left|\nabla_{\mathbb{G}} u(\xi)\right|^{2} d \xi\right)^{\frac{1}{2}} \tag{2.3}
\end{equation*}
$$

is a norm in $C_{0}^{\infty}(D)$.
We will mean by $S_{0}^{1}(D)$ the Folland-Stein space defined as the completion of $C_{0}^{\infty}(D)$ with respect to the norm $\|\cdot\|_{S_{0}^{1}(D)}$. The exponent $2^{*}$ is critical for $\Delta_{\mathbb{G}}$ since, as in the classical Laplacian setting, the embedding $S_{0}^{1}(D) \hookrightarrow L^{q}(D)$ is compact when $1 \leq q<2^{*}$, while it is only continuous if $q=2^{*}$ (see Folland and Stein [7]).

Definition 2.1. We say $u: D \rightarrow \mathbb{R}$ where $u \in X$ is a weak solution of 1.1, if

$$
\begin{equation*}
\int_{D}<\nabla_{\mathbb{G}} u(\xi), \nabla_{\mathbb{G}} u(\xi)>d \xi=\lambda \int_{D} f(\xi, u(\xi)) v(\xi) d \xi, \quad \forall v \in S_{0}^{1}(D) \tag{2.4}
\end{equation*}
$$

Weak solutions to the problem 1.1 mean the critical points of the associated energy functional $J_{\lambda}$ acting on the space $S_{0}^{1}(D)$. We consider the functional $J_{\lambda}: S_{0}^{1}(D) \rightarrow \mathbb{R}$ denoted by

$$
\begin{equation*}
J_{\lambda}=\frac{1}{2}\|u\|_{S_{0}^{1}(D)}^{2}-\int_{D} F(x, u) d x \quad \forall u \in S_{0}^{1}(D) \tag{2.5}
\end{equation*}
$$

where $\lambda \in \mathbb{R}$, and $F(\xi, t)=\int_{0}^{t} f(\xi, \tau) d \tau$. Now, under our growth condition on $f$ the functional $J_{\lambda} \in C^{1}\left(S_{0}^{1}(D)\right)$ and its derivative at $u \in S_{0}^{1}(D)$ is defined by

$$
\begin{equation*}
<J_{\lambda}^{\prime}(u), v>=\int_{D}<\nabla_{\mathbb{G}} u(\xi), \nabla_{\mathbb{G}} v(\xi)>d \xi-\lambda \int_{D} f(\xi, u(\xi)) v(\xi) d \xi, \quad \forall v \in S_{0}^{1}(D) \tag{2.6}
\end{equation*}
$$

for all $v \in S_{0}^{1}(D)$. Therefore, the weak solutions of the problem 1.1 are the critical points of the energy functional $J_{\lambda}$.

Definition 2.2. Consider $E$ to be a real reflexive Banach space. If any sequence $\left\{u_{k}\right\} \subset E$ for which $\left\{J\left(u_{k}\right)\right\}$ is bounded and $J^{\prime}\left(u_{k}\right) \rightarrow 0$ as $k \rightarrow 0$ possesses a convergent subsequence. Then we say $J$ satisfies Palais-Smale condition (denoted by PS condition in short).

The proofs of our theorems are based on Theorems 2.3 and 2.4 below.
Theorem 2.3. [16, Theorem 4.10] Assume $J \in C^{1}(X, \mathbb{R})$, and $J$ satisfies the PS condition. Let that there exist $u_{0}, u_{1} \in X$ and a bounded neighborhood $\Omega$ of $u_{0}$ satisfying $u_{1} \notin \Omega$ and

$$
\inf _{u \in \partial \Omega} J(u)>\max \left\{J\left(u_{0}\right), J\left(u_{1}\right)\right\}
$$

then there exists a critical point $u$ of $J$, i.e. $J^{\prime}(u)=0$ with $J(u)>\max \left\{J\left(u_{0}\right), J\left(u_{1}\right)\right\}$.
Theorem 2.4. [17, Theorem 9.12] Let $E$ be an infinite dimensional real Banach space. Let $J \in C^{1}(E, \mathbb{R})$ be an even functional which satisfies the $(P S)$-condition, and $J(0)=0$. Consider that $E=V \bigoplus X$, where $V$ is finite dimensional, and $J$ satisfies that
(i $\mathrm{i}_{1}$ ) There exist $\alpha>0$ and $\rho>0$ such that $J(u) \geq \alpha$ for all $u \in X$ with $\|u\|=\rho$;
( $\mathrm{i}_{2}$ ) For any finite dimensional subspace $W \subset E$ there is $R=R(W)$ such that $J(u) \leq 0$ on $W \backslash B_{R}$.
Then $J$ possesses an unbounded sequence of critical values.
Theorem 2.5. [18, Theorem 38] For the functional $F: M \subseteq X \longrightarrow[-\infty,+\infty]$ with $M \neq \emptyset, \min _{u \in M} F(u)=\alpha$ has a solution in case the following conditions hold:
( $\mathrm{i}_{3}$ ) $X$ is a real reflexive Banach space,
( $\mathrm{i}_{4}$ ) $M$ is bounded and weak sequentially closed,
(i $\mathrm{i}_{5}$ ) $F$ is weak sequentially lower semi-continuous on $M$, i.e., by definition, for each sequence $\left\{u_{n}\right\}$ in M such that $u_{n} \rightharpoonup u$ as $n \rightarrow \infty$, we have $F(u) \leq \lim _{n \rightarrow \infty} \inf F\left(u_{n}\right)$ holds.

We refer to the papers 3, 19 in which Theorems 2.3 and 2.4 have been applied to obtain the existence of multiple solutions for some boundary value problems. Moreover, in the paper [20], Theorem 2.4 has been successfully applied to obtain the existence of infinitely many solutions for a boundary value problem.

## 3 Main results

We take the following assumptions on the function $f$ :
$\left(f_{0}\right)$ there exist constants $\nu>2$ and $T>0$ such that $0<\nu F(x, t) \leq t f(x, t),|t|>T$.
$\left(f_{1}\right) f: \bar{D} \times \mathbb{R} \longrightarrow \mathbb{R}$ satisfies Carathèodory condition and there exists $c>0$ such that

$$
|f(x, t)| \leq c\left(1+|t|^{q-1}\right) \text { for } t \in \mathbb{R}
$$

where $q \in\left(2,2^{*}\right)$ and $x \in \bar{D}$.
$\left(f_{2}\right) f(x, t)=o(|t|), t \longrightarrow 0$, for $x \in \bar{D}$ uniformly.

We need the following lemmas to prove our main results.
Lemma 3.1. If $\left(f_{0}\right)$ holds. Then $J_{\lambda}(u)$ satisfies the $(P S)$-condition.
Proof .To prove the lemma, we use [4, Lemma 2.4]. Let that $\left\{u_{n}\right\}$ be a sequence in $X$ such that $\left\{J_{\lambda}\left(u_{n}\right)\right\}$ is bounded and $J_{\lambda}^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$. Then, there exists a positive constant $c_{0}$ such that $\left|J_{\lambda}\left(u_{n}\right)\right| \leq c_{0}$ and $\left|J_{\lambda}^{\prime}\left(u_{n}\right)\right| \leq c_{0}$ for all $n \in \mathbb{N}$. Therefore, by the assumptions $\left(f_{0}\right)$ and definition of $J_{\lambda}^{\prime}$, we have

$$
\begin{aligned}
c_{0}+\left\|u_{n}\right\|_{S_{0}^{1}(D)} & \geq J_{\lambda}\left(u_{n}\right)-\frac{1}{\nu} J_{\lambda}^{\prime}\left(u_{n}\right)\left(u_{n}\right) \\
& \geq\left(\frac{1}{2 \lambda}-\frac{1}{\lambda \nu}\right)\|u\|_{S_{0}^{1}(D)}^{2}+\int_{\Omega}\left(\frac{1}{\nu} f\left(x, u_{n}\right) u_{n}-F\left(x, u_{n}\right)\right) d x \\
& \geq\left(\frac{1}{2 \lambda}-\frac{1}{\lambda \nu}\right)\|u\|_{S_{0}^{1}(D)}^{2}
\end{aligned}
$$

Since $\nu>2$, this implies that $\left\{u_{n}\right\}$ is bounded. By using the same argument given in [4, Lemma 2.4], it can easily be proved that $\left\{u_{n}\right\}$ converges strongly to $u$ in $X$. Overall, this implies $J_{\lambda}$ satisfies the $(P S)$-condition.

Lemma 3.2. ([21, Lemma 2.2]) If condition $\left(f_{0}\right)$ holds, then for every $x \in D$, the following inequalities hold:

$$
\begin{aligned}
& F(x, t) \leq F\left(x, \frac{t}{|t|}\right)|t|^{\nu}, \text { if } 0<|t| \leq 1 \\
& F(x, t) \geq F\left(x, \frac{t}{|t|}\right)|t|^{\nu}, \text { if }|t| \geq 1
\end{aligned}
$$

In view Lemma 3.2, $\left(f_{0}\right)$ implies that for every $x \in D$,

$$
F(x, t) \leq a_{3}|t|^{\nu}, \text { if }|t| \leq 1
$$

and

$$
\begin{equation*}
F(x, t) \geq a_{1}|t|^{\nu}, \text { if }|t| \geq 1 \tag{3.1}
\end{equation*}
$$

where $a_{3}=\max _{x \in D,|t|=1} F(x, t)$ and $a_{1}=\min _{x \in D,|t|=1} F(x, t)$. Assumption $\left(f_{0}\right)$ implies $a_{1}, a_{3}>0$. In addition, since $F(x, t)-a_{1}|t|^{\nu}$ is continuous on $D \times[0, T]$, there exists a constant $a_{2}>0$ such that

$$
\begin{equation*}
F(x, t) \geq a_{1}|t|^{\nu}-a_{2} \text { for all }(x, t) \in D \times[0, T] \tag{3.2}
\end{equation*}
$$

Then, it follows from (3.1) and (3.2) that

$$
\begin{equation*}
F(x, t) \geq a_{1}|t|^{\nu}-a_{2} \text { for all }(x, t) \in D \times \mathbb{R} \tag{3.3}
\end{equation*}
$$

Now, we state our main results as follows.
Theorem 3.3. Suppose that $\left(f_{0}\right),\left(f_{1}\right)$ and $\left(f_{2}\right)$ hold. Then, if $f(x, t) \geq 0$ for all $(x, t) \in \bar{D} \times \mathbb{R}$, the problem (1.1) has at least two weak solutions.

Proof . By Lemma 3.1 we know that $J$ satisfies the $(P S)$-condition, also from the definition of $J_{\lambda}$ implies that $J_{\lambda}(0)=0$.

Step 1. We shall prove that there exists $M>0$ such that the functional $J_{\lambda}$ has a local minimum $u_{0} \in B_{M}=$ $\left\{u \in X ;\|u\|_{S_{0}^{1}(D)}<M\right\}$. To show this, we will apply Mazur's lemma (see, e.g., [11) which states that any weakly convergent sequence in a Banach space has a sequence of convex combinations of its members that converges strongly to the same limit. Let $\left\{u_{n}\right\} \subseteq \bar{B}_{M}$ and $u_{n} \rightharpoonup u$ as $n \rightarrow \infty$, then there exists a sequence of convex combinations

$$
v_{n}=\sum_{j=1}^{n} a_{n_{j}} u_{j}, \quad \sum_{j=1}^{n} a_{n_{j}}=1, \quad a_{n_{j}} \geq 0, j \in N
$$

such that $v_{n} \rightarrow u$ in $X$. Since $\bar{B}_{M}$ is a closed convex set, we have $\left\{v_{n}\right\} \subseteq \bar{B}_{M}$ and $u \in \bar{B}_{M}$. Since $J_{\lambda}$ is weak sequentially lower semi-continuous on $\bar{B}_{M}$, and $X$ is a reflexive Banach space, then by Theorem 2.5 we can imply that $J_{\lambda}$ has a local minimum $u_{0} \in \bar{B}_{M}$.

Now, we assume that $J_{\lambda}\left(u_{0}\right)=\min _{u \in \bar{B}_{M}} J(u)$, and show that

$$
J_{\lambda}\left(u_{0}\right)<\inf _{u \in \partial B_{M}} J(u)
$$

We have the embedding $X \hookrightarrow L^{2}(D)$ and $X \hookrightarrow L^{q}(D)$ which means that there exists $c_{2}, c_{q}>0$ such that $|u|_{2} \leq c_{2}\|u\|_{s_{0}^{1}(D)}$ and $|u|_{q} \leq c_{q}\|u\|_{s_{0}^{1}(D)}, \forall u \in X$. Let $\varepsilon>0$ be small enough such that $\varepsilon c_{2}<\frac{1}{4 \lambda}$, by the assumptions $\left(f_{1}\right)$ and $\left(f_{2}\right)$, we have

$$
\begin{equation*}
F(x, t) \leq \varepsilon|t|^{2}+c|t|^{q} \text { for }(x, t) \in \bar{\Omega} \times \mathbb{R} \tag{3.4}
\end{equation*}
$$

Then, from 3.4 it reads

$$
\begin{aligned}
J_{\lambda}(u) & \geq \frac{1}{2 \lambda}\|u\|_{s_{0}^{1}(D)}^{2}-\varepsilon \int_{D}|u|^{2} d x-c \int_{D}|u|^{q} d x \\
& \geq \frac{1}{2 \lambda}\|u\|_{s_{0}^{1}(D)}^{2}-\varepsilon c_{2}\|u\|_{S_{0}^{1}(D)}^{2}-c c_{q}\|u\|_{S_{0}^{1}(D)}^{q} \\
& \geq \frac{1}{4 \lambda}\|u\|_{s_{0}^{1}(D)}^{2}-c c_{q}\|u\|_{S_{0}^{1}(D)}^{q}, \text { when }\|u\|_{S_{0}^{1}(D)}<1
\end{aligned}
$$

Since $q>2$, therefore, there exist $r, \delta>0$ such that $J_{\lambda}(u) \geq \delta>0$ for every $\|u\|_{S_{0}^{1}(D)}=r<1$. If we let $M=r$, then $J_{\lambda}(u)>0=J_{\lambda}(0) \geq J_{\lambda}\left(u_{0}\right)$ for $u \in \partial B_{M}$. Hence $u_{0} \in B_{M}$ and $J_{\lambda}^{\prime}\left(u_{0}\right)=0$.

Step 2. Since $u_{0}$ is a minimum point of $J_{\lambda}$ on $X$, we can assume $M>0$ be sufficiently large such that $J_{\lambda}\left(u_{0}\right) \leq$ $0<\inf _{u \in \partial B_{M}} J_{\lambda}(u)$, where $B_{M}=\left\{u \in X ;\|u\|_{S_{0}^{1}(D)}<M\right\}$.
Now we will show that there exists $u_{1} \in X$ with $\left\|u_{1}\right\|_{S_{0}^{1}(D)}>M$ such that $J_{\lambda}\left(u_{1}\right)<\inf _{\partial B_{M}} J_{\lambda}(u)$. To prove this claim, consider $e_{1}(x) \in X$ and $u_{1}=\gamma e_{1}, \gamma>0$ and $\left\|e_{1}\right\|_{S_{0}^{1}(D)}=1$. By $\left(f_{0}\right)$ and (3.4) there exist constants $a_{1}, a_{2}>0$ such that $F(x, t) \geq a_{1}|t|^{\nu}-a_{2}$ for all $x \in \bar{D},|t| \geq T$. Thus

$$
J_{\lambda}\left(u_{1}\right)=\frac{1}{2 \lambda}\left\|\gamma e_{1}\right\|_{S_{0}^{1}(D)}^{2}-\int_{\Omega} F\left(x, \gamma e_{1}\right) d x \leq \frac{1}{2 \lambda}\left\|\gamma e_{1}\right\|_{S_{0}^{1}(D)}^{2}-a_{1} \gamma^{\nu} \int_{\Omega}\left|e_{1}\right|^{\nu} d x+a_{2}
$$

Since $\nu>2$, there exists sufficiently large $\gamma$ such that $\gamma>M>0$ which infers $J_{\lambda}\left(\gamma e_{1}\right)<0$. Hence, $\inf _{\partial B_{M}} J_{\lambda}(u)>$ $\max \left\{J_{\lambda}\left(u_{0}\right), J_{\lambda}\left(u_{1}\right)\right\}$. Then, Theorem 2.3 assures the existence of the second critical point $u^{*}$. Therefore, $u_{0}, u^{*}$ are two critical points of $J_{\lambda}$, which are two nontrivial solutions of the problem (1.1).

Theorem 3.4. Suppose that $\left(f_{0}\right)$ holds. Then, if $f(x, t)$ is odd in $t$, the problem 1.1 has infinitely many weak solutions.

Proof . By definition $J_{\lambda}$ we infer that $J_{\lambda}$ is even and $J_{\lambda}(0)=0$. The rest of the proof is split into two steps:
Step 1. Since its proof is straightforward, we only depict briefly how $J_{\lambda}$ satisfies condition ( $\mathrm{i}_{1}$ ) in Theorem 2.4 Since, $J_{\lambda}$ is coercive and also satisfies $(P S)$-condition, by the minimization theorem [16, Theorem 4.4], the functional $J_{\lambda}$ has a minimum critical point $u \in X$ with $J_{\lambda}(u) \geq \alpha>0$ and $\|u\|_{S_{0}^{1}(D)}=\rho$ for $\rho>0$ small enough.

Step 2. Now, we will show that $J$ satisfies condition (in ) in Theorem 2.4. Let $W \subset X$ be a finite dimensional subspace. Any non-zero vector $u \in W$ has a unique representation $u=\theta e_{2}$, where $\theta=\|u\|_{S_{0}^{1}(D)}$ and $\left\|e_{2}\right\|_{S_{0}^{1}(D)}=1$. Then, similar to Step 2 in the proof of Theorem 3.3, it follows

$$
J_{\lambda}\left(\theta e_{2}\right)=\frac{1}{2 \lambda}\left\|\theta e_{2}\right\|_{S_{0}^{1}}^{2}-\int_{\Omega} F\left(x, \theta e_{2}\right) d x \leq \frac{1}{2 \lambda}\left\|\theta e_{2}\right\|_{S_{0}^{1}}^{2}-a_{1} \theta^{\nu} \int_{\Omega}\left|e_{2}\right|^{\nu} d x+a_{2} .
$$

The above inequality implies that there exists $\theta_{0}$ such that $\left\|\theta e_{2}\right\|>\rho$ and $J\left(\theta e_{2}\right)<0$ for every $\theta \geq \theta_{0}>0$. Since $W$ is a finite dimensional subspace, there exists $R=R(W)>0$ such that for all $u \in W \backslash B_{R}$, that is, when $\|u\|_{S_{0}^{1}(D)} \geq R$, we have $J_{\lambda}(u) \leq 0$. According to Theorem 2.4 , the functional $J_{\lambda}(u)$ possesses infinitely many critical points, i.e., the problem (1.1) has infinitely many weak solutions.

Remark 3.5. According to the condition used in Theorem 3.4 , the solutions obtained in this theorem are different from the two solutions obtained in [13].

Finally, we give two examples to illustrate the applicability of our results.
Example 3.6. Consider $\lambda=2$ and $T=1$, and let $D$ be a smooth and bounded domain of a Carnot group $\mathbb{G}$ with $\operatorname{dim}_{h} \mathbb{G}=3$ so $2^{*}=6$. Let $f(x, t)=t^{4}+\sin ^{2} t$ for all $(x, t) \in \bar{D} \times \mathbb{R}$. We have $F(x, t)=\frac{t^{5}}{5}+\frac{1}{2} t-\frac{1}{4} \sin 2 t$ for all $(x, t) \in \bar{D} \times \mathbb{R}$. We have $f(x, t)=o(|t|), t \rightarrow 0$, and by choosing $q=5$ and $c=3$, we observe $|f(x, t)|<c\left(1+|t|^{q-1}\right)$ for all $t \in \mathbb{R}$. Since $\lim _{t \rightarrow \infty} \frac{t f(x, t)}{F(x, t)}=\lim _{t \rightarrow \infty} \frac{t^{5}+t \sin ^{2} t}{\frac{t^{5}}{5}+\frac{1}{2} t-\frac{1}{4} \sin 2 t}=5$, by choosing $\nu=5$, that $\nu>2$ then $5 F(x, t) \leq t f(x, t)$, so we see that the conditions $\left(f_{0}\right),\left(f_{1}\right)$, and $\left(f_{2}\right)$ are satisfied, and $f(x, t) \geq 0$. Hence, using Theorem 3.3 the problem

$$
\left\{\begin{array}{l}
-\Delta_{\mathbb{G}} u=2\left(u^{4}+\sin ^{2} u\right), \quad \text { in } D  \tag{3.5}\\
\left.u\right|_{\partial D}=0,
\end{array}\right.
$$

has at least two nontrivial weak solutions.

Example 3.7. Choose $\lambda=T=1$, and let $D$ be a smooth and bounded domain of a Carnot group $\mathbb{G}$ with $\operatorname{dim}_{h} \mathbb{G}=4$ so $2^{*}=4$. Let $f(x, t)=t^{3}+\sin t$ for all $(x, t) \in \bar{D} \times \mathbb{R}$. By the expression of $f$, we have $F(x, t)=\frac{t^{4}}{4}-\cos t$ for all $(x, t) \in \bar{D} \times \mathbb{R}$. Since $\lim _{t \rightarrow \infty} \frac{t f(x, t)}{F(x, t)}=\lim _{t \rightarrow \infty} \frac{t^{4}+t \sin t}{\frac{t^{4}}{4}-\cos t}=4$, by choosing $\nu=4$, that $\nu>2$ we have $4 F(x, t) \leq t f(x, t)$, so we see that the condition $\left(f_{0}\right)$ is satisfied, and $f(x, t)$ is odd in $t$, therefore, applying Theorem 3.4 the problem

$$
\left\{\begin{array}{l}
-\Delta_{\mathbb{G}} u=u^{3}+\sin u, \quad \text { in } D  \tag{3.6}\\
\left.u\right|_{\partial D}=0,
\end{array}\right.
$$

has infinitely many weak solutions.

## 4 Conclusion

In this article, using variational methods and critical point theory, we have proved the existence of multiple solutions for the problem (1.1) under suitable conditions imposed on the nonlinear term $f$. We have illustrated the results by giving convenience examples.

## References

[1] S. Bordoni, R. Filippucci, and P. Pucci, Nonlinear elliptic inequalities with gradient terms on the Heisenberg group, Nonlinear Anal. TMA 121 (2015), 262-279.
[2] M.Z. Balogh and A. Kristály, Lions-type compactness and Rubik actions on the Heisen- berg group, Calc. Var. Partial Differ. Equ. 48 (2013), 89-109.
[3] G. Caristi, S. Heidarkhani, A. Salari, and S.A. Tersian, Multiple solutions for degenerate nonlocal problems, Appl. Math. Lett. 84 (2018), 26-33.
[4] N.T. Chung and H.Q. Toan, Multiple solutions for a class of degenerate nonlocal problems involving sublinear nonlinearities, Matematiche (Catania) 69 (2014), 171-182.
[5] L. D'Ambrosio and E. Mitidieri, Entire solutions of quasilinear elliptic systems on Carnot groups, Proc. Steklov Inst. Math. 283 (2013), 3-19.
[6] G.B. Folland, Subelliptic estimates and function spaces on nilpotent Lie groups, Ark. Mat. 13 (1975), 161-207.
[7] G.B. Folland and E.M. Stein, Estimates for the $\bar{\partial}_{b}$ complex and analysis on the Heisenberg group, Commun. Pure Appl. Math. 27 (1974), 429-522.
[8] M. Ferrara, G. Molica Bisci, and D. Repovŝ, Nonlinear elliptic equations on Carnot groups, RACSAM 111 (2017), 707-718.
[9] N. Garofalo and E. Lanconelli, Existence and nonexistence results for semilinear equations on the Heisenberg group, Indiana Univ. Math. J. 41 (1992), 71-98.
[10] A. Loiudice, Semilinear subelliptic problems with critical growth on Carnot groups, Manuscripta Math. 124 (2007), 247-259.
[11] J. Mawhin, Some boundary value problems for Hartman-type perturbations of the ordinary vector p-Laplacian, Nonlinear Anal. TMA 40 (2000), 497-503.
[12] J.J. Manfredi and G. Mingione, Regularity results for quasilinear elliptic equations in the Heisenberg group, Math. Ann. 339 (2007), 485-544.
[13] G. Molica Bisci and M. Ferrara, Subelliptic and parametric equations on Carnot groups, Proc. Amer. Math. Soc. 144 (2016), no. 7, 3035-3045.
[14] G. Mingione, A. Zatorska-Goldestein, and X. Zhong, Gradient regularity for elliptic equations in the Heisenberg group, Adv. Math. 222 (2009), 62-129.
[15] A. Pinamonti and E. Valdinoci, A Lewy-Stampacchia estimate for variational inequalities in the Heisenberg group, Rend. Istit. Mat. Univ. Trieste. 45 (2013), 1-22.
[16] J. Mawhin and M. Willem, Critical Point Theory and Hamiltonian Systems, Springer, Berlin, 1989.
[17] P. H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential Equations, CBMS Regional Conference Series in Mathematics, vol., 65, The American Mathematical Society, Providence, RI, Published for the Conference Board of the Mathematical Sciences, Washington, DC., 1986.
[18] E. Zeidler, Nonlinear Functional Analysis and its Applications, vol. III. Springer, Berlin, 1985.
[19] D. Zhang, Multiple solutions of nonlinear impulsive differential equations with Dirichlet boundary conditions via variational method, Results. Math. 63 (2013), 611-628.
[20] D. Zhang and B. Dai, Infinitely many solutions for a class of nonlinear impulsive differential equations with periodic boundary conditions, Comput. Math. Appl. 61 (2011), 3153-3160.
[21] Z. Zhang and R. Yuan, An application of variational methods to Dirichlet boundary value problem with impulses, Nonlinear Anal. RWA 11 (2010), 155-162.


[^0]:    * Corresponding author

    Email addresses: sh.heidarkhani@razi.ac.ir (Shapour Heidarkhani), ahmad.673.1356@gmail.com (Ahmad Ghobadi)

