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Abstract

Today, in developed countries, the research and development department of knowledge-based companies has played a
very important role in the production of new and advanced technologies and ultimately the growth of the knowledge-
based economy. One of the important reasons for the success of these companies some of which have become the world’s
technology giants), conducting research and development activities based on global standards and having a high level
of technological complexity. The current research, which is applied research, was conducted with the aim of identifying
and classifying the effective factors in determining the level of technological complexity of research and development
activities in knowledge-based companies. This research is a type of qualitative research that was conducted using the
data-based method. The statistical population of the research was 20 research and development experts and specialists
of Iranian knowledge-based companies. Data collection was done through a literature review and semi-structured
interviews until theoretical saturation was achieved. By analyzing the data, the first 149 variables were extracted and
during the three stages of open, central and selective coding, 98 influential factors were identified in determining the
level of technological complexity of research and development activities, then, while identifying the central category,
Identified factors were included in the main categories (including: causal, contextual, intervening conditions, strategies
and consequences) and the research paradigm model was extracted. In the current research, during the coding
process, the identified factors were classified into 6 categories. Achieving advanced technology was considered as
a central category, which includes the variables of the novelty of activity, the creativity of activity, uncertainty of
result, systematicity, transferability of results, speed of development, added value of technology, distinctiveness from
competitors, and credibility. The result of technology is the potential of learning, and the extent of the application of
technology Conclusion: Identifying related factors will provide the possibility for knowledge-based companies to help
improve the level of complexity of the country’s own activities.
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1 Introduction

The knowledge economy is one of the most important and influential fields in countries’ economic development
and growth. Knowledge companies are essential for the economic growth of knowledge economies, such that these
companies have been recognized as the main engine of economic growth in recent years [3]. Technology has always
been essential in creating wealth for Iran, with significant effects on the people’s standard level and quality of life.
Thus, knowledge companies’ technological innovations are of great importance and advantages [6]. Research shows that
global industrial innovations and developments during the last decades stem from the innovative activities of knowledge
companies [1]. Knowledge companies’ standard and quality research and development activities are essential to achieve
advanced and innovative technologies. These companies can generally adapt to the market’s changes and fluctuations,
offer new products and achieve sustainable competitive advantages through efficient methods and R&D activities [12].
Today, R& D in knowledge companies is essential in increasing the knowledge economy’s share. The technological
complexity of knowledge companies’ R&D activities in developed countries than in other countries is higher. This
higher complexity improves activities’ efficiency and effectiveness. In addition, it increases the technological level of
innovative products such that other countries’ products cannot compete with them in the world markets, which results
from the growing share of the knowledge economy in these countries [8]. Therefore, developing these companies’ R&D
activities based on global standards and their appropriate technological complexity have increased their importance
at the national, regional, and even global level.

There are many knowledge companies in Iran working in different fields. The high profitability of developed
countries’ knowledge companies, on the one hand, and the necessity of effective R&D activities in resistive economies,
on the other hand, have provided a prominent position for Iranian knowledge companies. Despite the various supports
provided to these companies, their share in the country’s economy still needs to grow, and Iran’s knowledge economy
ranking among other countries is not suitable. In addition to inadequate support for these companies and the need for
more serious support, adjusting Iranian knowledge companies’ R&D activities seems to be the most important reason
for their unsuitable global ranking. Despite the unsuitable raking of Iran’s knowledge economy, many Iranian knowledge
companies claim to perform extensive R&D activities based on global standards. Resolving this contradiction requires
studying R&D activities in Iranian knowledge companies to determine whether these companies’ R&D activities are
actual or not. In other words, some R&D activities are just copying, imitation, or reverse engineering, which does
not provide new contributions and are not actual R&D activities. In addition, we need to measure the technological
complexity of these R&D activities to compare and adapt these ongoing activities based on global standards and to
develop and improve them.

There are many studies on various dimensions of Iranian knowledge companies. However, few studies have iden-
tified and classified factors affecting the technological complexity of R&D activities in Iranian knowledge companies
whose R&D activities are not up to global standards. The present applied research seeks to fill this gap. Domestic
and abroad researches on knowledge companies are reviewed. Most research performed in Iran examines factors like
performance evaluation models, critical success factors, knowledge management models, creation and development
models, human resource management, technology management, technology commercialization, innovation capabilities
and capacity, organizational and managerial innovation, knowledge companies’ acquisition and merge models, R&D
costs, organizational culture, business model, and technology transfer. There are few studies on the technological
complexity of knowledge companies’ R&D activities. Most abroad research on the subject has examined factors like
the technology acceptance model, the managers’ technological decisions risk, the evaluation of the R&D management
system, and the improvement of business power. Then, we reviewed research on knowledge companies’ R&D activities,
including R&D evaluation, R&D globalization, R&D portfolio management, R&D projects, R&D expenses, R&D pro-
ductivity growth, R&D management, R&D critical success factors, R&D technology, R&D roadmap, R&D strategies,
R&D cooperation strategies, and R&D policies and capabilities. This study fills this gap to resolve challenges such as
the need for better competitiveness, the lack of up-to-date technology, and knowledge companies’ weak performance.
In particular, if knowledge companies adjust their weak R&D activities and improve the technological complexity of
their activities, they can provide innovative products to compete with domestic and abroad markets’ high technology
products. As a result, they can accelerate the countries’ growth and the share of the knowledge economy in their econ-
omy. This research identifies factors affecting the technological complexity of knowledge companies’ R&D activities
and classifies them into causal and contextual factors, interveners, strategies, and consequences. In this regard, the
aim of this research is to identify effective factors in determining the level of technological complexity of research and
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development activities in knowledge-based companies and to classify them into causal, contextual, central, intervening,
strategies and consequences factors. took In this case, research has been done, and some of these researches will be
briefly explained according to the topics raised.

Konjkav Monfared [10] conducted a research entitled ”Evaluation of the effect of technological innovation acceptance
factors and resource commitment on knowledge management capabilities in order to increase competitive advantage.”
The findings of the research showed that the variables of resource commitment, perceived benefits and complexity
have a significant effect on knowledge management capability and increase the advantage. In addition, the findings
showed that compatibility does not have a significant effect on knowledge management capability.

Keshavarz et al. [9] conducted a research titled evaluation of success factors of knowledge-based companies in Fars
Science and Technology Park with structural equation modeling approach. In this research, in order to measure and
rank the success drivers of knowledge-based companies from seven components of organizational culture, organizational
policy, organizational capabilities, support mechanisms, environmental infrastructure, demographic characteristics
and Personality traits and 32 indicators have been used. The results of the research show that all the identified
indicators have been effective in the success of the knowledge-based companies of Fars Science and Technology Park, and
among the seven drivers of success, the organizational culture component has been recognized as the most important
component. and the indicators of infrastructure with information technology, patents and intellectual property and
supporting policies of the government have obtained the first to third ranks.

Hashemi [7] conducted a research titled investigating the behavior of human resource attraction for research and
development in knowledge-based companies in response to financial and tax policies. The results showed that small
knowledge-based enterprises that have received one or both technology development and commercialization facilities
have been able to increase their research and development manpower; While in large knowledge-based companies,
none of the combinations of support tools have had a significant effect on the increase of research and development
manpower.

Yahyai and Hassanzadeh [17] conducted a research titled presenting a technology commercialization model in
knowledge-based companies in the field of information and communication technology. The results of the research
showed that all the six factors of Pestel’s model are effective on the commercialization of technology, and the most
important factor is the economic factor, and the least impact on commercialization is related to the legal factor. Also,
the most important factors affecting the commercialization of technology, in the order of specific laws in the information
and communication technology industry, technology transfer and bachelor’s degrees, technological maturity level,
access to raw materials and energy, interest rates, consumer attitudes towards goods and services, how resources are
allocated by the government, external Technology outsourcing, immigration, ethical issues, new product development,
future policy perspectives, income distribution, the state of the domestic economy, and intellectual property are rights.

Rezaian et al. [14] conducted research in knowledge-based companies with the aim of modeling factors affecting
knowledge networks as one of the components of research and development. The results of this research showed that
the development of management processes has the greatest impact on the formation of knowledge networks, and the
most influential factors are located at the first level of the model, which include the type of knowledge, cultural factors,
organizational structures, and communication mechanisms.

Moulaei et al. [11] conducted a research to investigate the effect of personal knowledge management on culture
and innovative performance in knowledge-based companies operating in Sanandaj city in 2016. The results show the
positive and significant effect of personal knowledge management on innovative culture and innovative performance in
the research model.

Pakniat et al. [13] conducted a research entitled Analysis of the impact of technological innovation capabilities on
technology commercialization and the performance of knowledge-based companies in Isfahan province. The findings
show that the effect of the five capabilities of learning, research and development, strategic planning, organization
and production on commercialization in these companies can be confirmed, while this condition does not exist for
marketing capability and resource allocation. Also, the results indicate a positive and significant effect of technol-
ogy commercialization on company performance. Among the influencing factors of environmental instabilities, the
effect of two market instability adjustment variables on the path between technology commercialization and company
performance are not confirmed, but the effect of technology instability adjustment is accepted.

Su and Lee [15] conducted a research titled using the technology acceptance model in research and development.
Perceived usefulness, perceived ease of use, and perceived validity have a positive effect on users’ behavioral intention.
The proposed technology acceptance model provides some technical and theoretical support for the application of the
technology acceptance model in research and development.
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Tom Brockel [2] conducted a research entitled Measuring Technological Complexity, Current Approaches and a New
Measure of Structural Complexity. In this research, while examining two existing empirical measures of technological
complexity, including the reflection approach and the difficulty of knowledge synthesis approach, a new approach of
structural complexity is also presented and using these three approaches Five indicators for measuring the complexity
of technology are presented based on the criteria of increasing complexity over time, larger research and development,
collaborative research and development, and spatial concentration [2].

The findings in [16] showed that the consensus among cultural evolutionists appears to be that human cultural
evolution is cumulative, which is usually understood to mean that cultural traits, especially technological traits,
increase in complexity over generations. It is argued here that there is not enough valid evidence for or against this
theory of technological complexity. For one thing, the few data sets that are available hardly constitute a representative
sample. For another, they prove very specific and usually different versions of the complexity thesis or, even worse,
fail to mention the increase in complexity.

Erasmus et al. [4] conducted a research titled structural model of technology acceptance in knowledge-based
companies. The results confirmed the significant paths from the perceived usefulness of the information system to the
attitude towards and behavioral intentions to use it. In addition, behavioral intention to use the system predicted
actual use. Perceived ease of use indirectly affects the attitudes and behavioral intentions of use through the perceived
usefulness of the information system.

The findings in [5] showed that the more complex the design, the slower the improvement speed. It also shows
that the relationship between the total cost of technology and the number of innovation attempts is asymptotically a
power law, which corresponds to the functional form often observed for empirical data.

2 Methodology:

This study uses grounded theory to identify and classify factors affecting the determination of R&D activities’
technological complexity in knowledge companies. It is applied in terms of purpose and qualitative in terms of
method. The population includes 20 R&D experts and specialists in knowledge activities. We reviewed documents
and performed semi-structured interviews to collect data. In addition, we benefited from the experts’ opinions and
knowledge on the research topic.

The current research has two different phases. First, we systematically review the literature by searching vari-
ous databases such as Elsevier, Emerald, Springer, Civilica, Iranian Research Institute for Information Science and
Technology, Scientific Information Database (SID), Noor Specialized Journals Database, Humanities Research and
Cultural Studies Institute, and Magiran. Second, semi-structured interviews with experts were used to extract the fi-
nal components, the data were analyzed using qualitative content analysis, and the extracted factors were categorized.
. Finally, the data of strategic factors obtained are ranked using the fuzzy ahp method.

Qualitative content analysis and a paradigm model were used to analyze data. The paradigm model displays
the identified categories using coding in the form of a systematic pattern. As follows, qualitative content analysis is
performed through open, axial, and selective coding.

As part of the data analysis process, open coding divides, compares, conceptualizes, names, and categorizes the
data. It divides the data into separate parts and analyzes them to detect their similarities and differences.

Axial coding seeks to establish a relationship between the categories produced in the open coding stage. It is called
axial coding because coding is realized around a category’s axis.

Selective coding includes integrating and improving the categories. It seeks to finalize the selected axial codes,
which is performed by removing duplicate codes and unifying the codes with the same meanings.

Many researchers consider evaluating the validity and reliability of the research results specific to quantitative
research [30], but examining the accuracy and validity of the research’s data and findings is also an essential part of
qualitative research [31]. The grounded theory uses various methods for validation. The current research reviews the
opinions of interviewees and experts who have not participated in interviews, including three experts from knowledge
companies and three writers and theorists from the R&D field. Then, the necessary editions after receiving corrective
comments are performed. In addition, as Strauss and Corbin suggest, this study uses criteria such as appropriate-
ness measures, application or usefulness of findings, concepts, contextualizing the concepts, logic, depth, variability,
creativity, sensitivity, and note-taking as questions to confirm the research validity [32].
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3 Quality control (extracted code control)

In order for the researcher to be able to use the qualitative findings in the analysis, he must code them. Inter-coder
reliability is a widely used term that refers to the degree of agreement that independent coders obtain when evaluating
the features of a message or text. The specific term for consistency in content analysis is ”agreement between coders”.
Determining validity and reliability is a critical step in the qualitative data analysis process.

The Kappa method is one of the statistical decision-making tools that examines the amount of agreement and
coordination between two individuals, phenomena, or sources of decision-making, each of which is measured separately.

Kappa coefficient is a numerical measure between −1 and +1, the closer to +1 indicates the presence of proportional
and direct agreement, the closer to −1 indicates the presence of inverse agreement, and the opposite and values closer
to zero indicate the opposite of agreement. to give

k = (p0 − pe)/(1− pe)

In this relationship, p0 is equal to the ratio of units about which there is an agreement, and pe is the ratio of units
where the agreement is likely to be random.

3.1 Fuzzy AHP method

Fuzzy hierarchical analysis has two well-known methods, which are Chang’s method and Yager’s method. Chang’s
method is the most famous and common method in Iran, which we teach in this section. The stages of fuzzy AHP
according to Chang’s method are as follows:

Step 1: Draw a hierarchy diagram

In any multi-criteria analysis, drawing a hierarchical diagram (decision tree) is one of the first and important steps.
Because it is after drawing this diagram that we clearly know the goal, the structure of the hierarchy of indicators and
sub-indices, and options.

Step 2: Define fuzzy numbers to perform pairwise comparisons

At this stage, it is necessary to define your fuzzy numbers, which are needed to perform pairwise comparisons, so
that the experts can provide their answers accordingly.

At this stage, the questionnaires have been provided to the experts and they have answered it. So we now have
the matrix of pairwise comparisons that contain fuzzy numbers.

Now the point is, what should we do when we are faced with several respondents? The safest thing to do is to look
for the answer in the original source of this method, i.e. in the original article of Chang’s method. Chang’s Fuzzy
AHP article mentions that when we have multiple respondents (which is the case in %99 of cases), we should take the
arithmetic mean of the opinions, that too in only one half-matrix.
Step 4: Calculate the matrix S for each row of the pairwise comparison matrix S are triangular fuzzy numbers
calculated from the following equation:

Si =

m∑
j=1

M j
gi

⊗[ n∑
i=1

m∑
j=1

M j
gi

]−1

In the above relation, M are triangular fuzzy numbers inside the matrix of pairwise comparisons. In fact, when
calculating the matrix S, we add each component of the fuzzy numbers one by one and multiply the total sum by the
fuzzy inverse.

Step 5: Calculate the degree of magnitude of S relative to each other In this step, the Sis are compared with each
other in terms of magnitude, based on the following formula:

V (M2 ≥ M1) = hgt(M1 ∩M2) = µM1(d) =


1 ifm2 ≥ m1

2 if l1 ≥ u2

l1−u2

(m2−u2)−(m1−l1)
otherwise
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that in the above relation,

M2 = (l2,m2, u2) , M1 = (l1,m1, u1)

Step 6: Calculating the weights of criteria and options in pairwise comparison matrices.

In this step, it is enough to obtain the unnormalized weight vector by calculating the lowest value calculated in
the previous step.

Step 7: Calculate the final weight vector.

In the last step, we normalize the weight vector obtained from the previous step, which was not normalized, to
obtain the final weight vector, which is our final goal of fuzzy calculations.

Interpretive structural method

Interpretive structural modeling method is an interactive learning process. In this technique, a set of different
elements are structured in the form of a comprehensive systematic model. Such a model that is formed, draws the
structure of a complex issue or a problem in the form of a carefully designed pattern in the form of a diagram. This
method is an interpretive model in which a group of experts decide whether and how the elements are related, and it
is a structural model in that it extracts complex components based on the relationship of the structure and specific
relationships through the modeling method. and explains the overall structure as a diagram model. This method is
a tool to create order in the complexity of relationships between variables and is a suitable option for dealing with
complex issues, especially when using systematic and logical thinking.

The various steps involved in the ISM technique are shown in the figure above. These steps ultimately lead to the
creation of an ISM model, which are explained in the following steps:
Step 1) Identification of variables related to the problem: The ISM method begins with the identification of variables
that are related to the problem or topic under discussion. These variables are obtained through the study of the
subject literature, past studies, through receiving the opinions of experts or through questionnaires.
Step 2) Forming the structural matrix of internal relations of variables (SSIM): This matrix (structural self-interaction
matrix) is a matrix with the dimensions of the variables, which are listed in the first row and column respectively.
Then the two-by-two relationships of the variables are specified by symbols. The structural self-interaction matrix
is formed based on the discussions and opinions of the industry, organization and university experts. To determine
the type of relationships, it has been suggested to use different management techniques, such as brainstorming and
nominal group techniques, etc., according to experts. The symbols in the table below are used to determine the type
of relationship.
Step 3) Creating the achievement matrix (RM) or the received matrix: by converting the symbols of the SSIM matrix
to the numbers zero and one, the achievement matrix can be reached. By following these rules, the initial acquisition
matrix is prepared. These rules are as follows:

Step 4) Adapt the achievement matrix: After the initial achievement matrix is obtained, its internal consistency
should be established. For example, if variable 1 leads to variable 2 and variable 2 leads to variable 3, then variable
1 should also lead to variable 3, and if this state was not established in the initial achievement matrix, the matrix
should be modified and the relationships that were missed be replaced.

If we have n criteria as described in c1, c2, · · · , cn and their pairwise comparison matrix is as follows:

A = [aij ], i, j = 1, 2, · · · , N

where aij shows the preference of element ci over cj , if we have in this matrix:

aik × akj = aij i, j, k = 1, 2, 3, · · · , n.

Then we say that the matrix A is consistent.

In this part, we want to know that if the matrix of pairwise comparison is inconsistent, what is the amount of
inconsistency of the matrix and how do we measure it. Before stating the criteria for measuring inconsistency, some
important facts about each pairwise comparison matrix are mentioned:

Theorem 3.1. If 1λ, 2λ, · · · , nλ are the eigenvalues of the pairwise comparison matrix A, the sum of its values is
equal to n:

i = nλ
∑
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Theorem 3.2. The largest eigenvalue (maxλ) is always greater than or equal to n, in this case some λs will be
negative.

n ≤ maxλ

Theorem 3.3. If the elements of the matrix deviate a little from the compatible state, its eigenvalues will also deviate
a little from their compatible state.

w · λA× w =

where λ and w are the eigenvalue and eigenvector of matrix A, respectively. In the case that matrix A is compatible,
one eigenvalue is equal to n (the largest eigenvalue) and the rest are equal to zero. Therefore, in this case we can
write:

A× w = n× w.

In the case that the pairwise comparison matrix A is inconsistent, according to Theorem 3.3, maxλ deviates slightly
from n, which can be written:

max×wλ = A×W.

The reason for using maxλ according to theorem 3.3 is that it will have the smallest distance from n. Since maxλ
is always greater than or equal to n, and if the matrix deviates from the compatibility mode, maxλ will deviate from
n, so the difference between maxλ and n (n −maxλ) depends on the value of n, and to solve this dependence, the
scale can be defined as follows, which we call the inconsistency index (I.I.).

max−n/n− 1λ = I.I.

Note: according to theorem 3.1, we have i = nλ
∑

or iλ = −
∑

max−nλ, that is, max−nλ The values of the
inconsistency index (I.I.) have been calculated for matrices whose numbers have been chosen completely randomly
and they have called it the random matrix inconsistency index (I.I.R.), whose values for n-dimensional matrices are
according to the table below:

For each matrix, the result of dividing the inconsistency index (I.I.) by the inconsistency index of the random
matrix (I.I.R.) is then a suitable criterion for judging inconsistency, which we call the inconsistency rate (I.R.). If
this number is smaller than 0.1, the compatibility of the system is acceptable, otherwise you should reconsider your
judgments.

Step 5) Determining the level and priority of variables: In this step, using the final achievement matrix, the set of
output and input for each variable is obtained. To determine the level and priority of the variables, the achievement
set (output) and the prerequisite set (input) are determined for each variable.

The output set of a variable includes: components of the system from which the component originates. To determine
the late set of each component, the corresponding line should be checked. The numbers ((1)) of this line indicate the
directional lines from which it leaves. The input set of a variable includes: components of the system that lead to
that component. To determine the advanced set and its corresponding column component, the number of ((1)) in this
column indicates the directional lines that enter that component.
After determining the set of output (achievement) and input (prerequisite) for each variable, common elements in the
set of achievement and prerequisite are identified for each variable.

After determining the prerequisite sets and achieving common elements, it is time to determine the variable level
(elements). In the first table, a variable with the highest level of the hierarchy of the interpretive structural model
is placed, whose achievement set and common elements are completely similar. After determining this variable or
variables, we remove them from the table and form the next table with the rest of the remaining variables. In the
second table, as in the first table, we specify the second level variable. This operation is repeated until the level of all
variables is determined.

Step 6) Drawing the model: after determining the relationships and level of the variables, they can be drawn in
the form of a model. For this purpose, first, the variables are adjusted according to their level from top to bottom. At
this stage, according to the levels obtained from the variables and the final matrix, an initial model is drawn and the
final model is obtained by removing transferability in the initial model. The relationship between the variables and
the direction of the arrow is determined from the final matrix.
Step 7) Analysis of penetration power and degree of dependence (MICMAC): MICMAC or mutual influence of matrix
multiplication applied for classification; The purpose of this analysis is to identify and analyze the power of penetration
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and the dependence of the variables. At this stage, by summing the entries of ((1)) in each row, the power of
penetration and also the sum of the entries of ((1)) in each column, the amount The dependence of the variables is
obtained. Based on this, the influence-dependence diagram is drawn. In this analysis, the variables are classified into
four groups according to their power of influence and dependence:

1- Self-governing (independent) variables: which have weak influence and dependence. These variables are some-
what separate from other variables and have few and weak connections with the system.

2- Dependent variables: they have weak influence, but high dependence.

3- connection variables: which have high influence and dependence. These variables are non-static, because any
kind of change in them can affect the system and finally the feedback of the system can change these variables again.
In fact, any action on these variables leads to the change of other variables.

4- Independent variables: they have high influence and low dependence.

3.2 Fitting the structural model

After examining the fit of the measurement models, it is time to fit the structural model of the research. Unlike
the measurement models, the structural model section has nothing to do with the questions (manifest variables) and
in this section, only the hidden variables and the relationships between them are examined. be made t-values and R2
values have been used to check the fit of the research structural model. R2 is a measure that shows the impact of an
exogenous variable on an endogenous variable, and three values of 0.19, 0.33, and 0.67 are considered as criteria for
weak, medium, and strong values.

4 Findings:

A total of 65 documents, including articles, books, and theses related to the research topic, were investigated to
collect data. For this purpose, the valid databases of the relevant documents were first extracted. Then, we screened
them several times, and the final documents were selected.
To extract effective factors affecting the technological complexity of the R&D activities in knowledge companies, 20
R&D experts and specialists from knowledge fields were interviewed. We performed three additional interviews to
ensure theoretical saturation. Then, their data were analyzed, which did not lead to the discovery of new concepts
and categories.

Finally, open, axial, and selective coding were used to analyze and code the data collected from the literature
review and interviews. Strauss and Corbin’s paradigm models were used to categorize the open codes.

For the open coding, the text of each interview and the finalized documents extracted from the literature were
read. Then, an open code was assigned to each key point, extracting 149 codes, including 54 open codes from reviews
and 95 codes from interviewing experts.

The categories of this model are causal conditions, contextual conditions, axial categories, intervening conditions,
strategies, and consequences. Causal conditions (C) are related to the categories affecting the axial category. In
this research, causal conditions represent events or incidents that directly affect the technological complexity, cause
its occurrence or development, and have time priority. Contextual conditions (UC) are special conditions affecting
strategies. They are stable patterns intertwined with specific times and places that create situations in which indi-
viduals and organizations act/react under them. Axial category (AC) is a mental form of a phenomenon that is the
basis of the process. Intervening conditions (IC) are general contextual conditions affecting strategies. They refer
to events changing the intensity of causal conditions’ effectiveness. Intervening conditions appear contingently and
unexpectedly. Strategies (S) are specific actions or interactions resulting from the axial phenomenon. Consequences
(CO) result from strategies.

The current research based on this model uses the code of access to advanced technology as the axial category, and
other categories are related to it. The extracted open codes are categorized as causal conditions, contextual conditions,
intervening conditions, strategies, and consequences. The results of this process are presented in Table 1.

Selective coding based on the axial coding’s findings complements categories needing further improvement and
development and removes and merges duplicate codes and codes with the same meanings; finally, 98 codes were
extracted. Table 2 presents the results of selective coding.

The integrating process of categories at this stage uses theoretical theorems based on the paradigm model, and
accordingly, five hypotheses are proposed.
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Table 1: Axial coding
Category Axial code
Axial category Access to advanced technology, including activity originality, activity creativity, outcome uncertainty, systematicity,

transferability of R &D results, development speed, technology’s added value, difference, technology credit, learning
potential, technology application broadness, technology codability, new knowledge transfer capacity, technology
uniqueness, rapid growth

Causal condi-
tions

Sharing information, improving ability, reducing occupational classes, organizational creativity, organizational trust,
job satisfaction, considering talents, encouraging ideas, advising employees, empowering the organization, skilled
and empowered users, supportive policies, R&D intensity, absorbing capacity, appropriate design and budgeting,
amount of investment on R&D, supporting factors, physical and structural resources, financial and capital resources,
employees’ motivation and commitment, specialized and qualitative workforce, problem-solving skills, workforce
quality, employees’ knowledge from an organizational perspective, job importance

Contextual
conditions

Period type, corporate strategy, corporate culture, management convenience, technological complexity, increased
complexity over time, more extensive R&D, collaborative R&D, spatial concentration, safety, environment, conve-
nience, innovation, occupational safety and health, environmental effects, innovation source, cultural embedding,
willingness and ability of the technology recipient to meet the technology owner’s requirements, the technology
owner’s control on the recipient’s use of the technology, the cooperation purpose, the cooperation terms definabil-
ity, the capital sharing ability, necessity of quick access to the desired technology, structural complexity, difficulty
of combining knowledge, risk management, management and leadership style, focused decision making, systemic
thinking, and organizational missions

Intervening
conditions

R& D limitations, technological infrastructure, guidelines and laws, technological skills, job knowledge and infor-
mation, organizational recognition, participation in staff meetings, technology’s environmental compatibility, job
attitude to technology, familiarity with technology and market, company’s size/power, employees’ expertise and
skill, the reference country (in terms of culture), technical infrastructure, feedback, market access, work processes,
acquisition cost

Strategies Communicating method with the company, technology dependence, level of commitments, knowledge leakage, finding
research, research purpose, performance, outputs, techniques used, required qualifications, work size, time horizon,
financial resources, future employment guarantee, sense of belonging, organization’s interest in technology, organi-
zational adherence, need for technology, making R&D organization more efficient, choosing the right job, organizing
workshops, training courses, training and empowering personnel, job training, job promotion, information exchange,
reverse engineering, continuous improvement, flexibility, open innovation, creative space

Consequences Technology protection ability, risk level, organization’s relative ability in the desired technology, competitive (strate-
gic) effect of technology, technology life cycle, technology ease of use, technology usefulness, aligning organization’s
strategy with its R&D, readiness to use technology, organization’s goals consistency with technology, patents and
intellectual property, R&D results’ commercialization, technology intelligence, technology competitiveness, research
applicability, products’ quality and reliability, creating new opportunities, produced knowledge complexity and
broadness, globalizing R&D activities, aligning strategies, resistive economy, and business success

Identifying and prioritizing the strategic factors of model development Prioritizing vari-
ables using fuzzy AHP approach

After the introduction of the fuzzy AHP method by Saati in the 1970s, many models in the field of fuzzy AHP
have been presented by various researchers. In these methods, fuzzy and hierarchical concepts have been used in a
combined manner. In the first stage, a questionnaire was prepared for pairwise comparisons and given to 15 experts,
and the results of the questionnaire were analyzed using MATLAB software. has been the results are as follows:

Inconsistency rate: 0.02

The inconsistency rate shows how much the collected data can be trusted from each expert’s point of view. The
basis of hierarchical analysis calculations is based on the primary judgment of the decision maker, which appears in
the form of a matrix of paired comparisons. Therefore, any error and inconsistency in the comparison of elements
affects the final result obtained from the calculations. According to the table above, axial factors have the highest
priority and Consequences with a weight of 0.123 have the lowest priority. Also, the compatibility rate is equal to 0.02,
so the compatibility of the criteria with the purpose of the research is acceptable. The output of MATLAB software
for prioritizing development subsets according to experts’ answers is as follows:

5 Discussion :

This qualitative research identifies and classifies factors affecting the technological complexity of R&D activities
in knowledge companies. As a result, knowledge companies can improve the complexity of their R&D activities and
provide advanced technologies and innovative competitive products at the world-class to increase the share of the
knowledge economy in the countries’ economies. Influential factors were identified by reviewing the literature and
interviewing R&D experts in knowledge companies. The grounded theory was used to code documents and interviews
in MAXQDA, which resulted in the extraction of 149 open codes. Finally, 98 factors were identified and classified
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Table 2: Selective coding
Consequences Strategies Axial category Intervening condi-

tions
Contextual condi-
tions

Causal conditions

Technology pro-
tection capability
Risk level Tech-
nology life cycle
Technology useful-
ness Aligning R&D
with the organi-
zation’s strategy
Patents and intel-
lectual property
Commercialization
of R&D results
Technology smart-
ness Technology
competitiveness
Research applica-
bility Products’
quality and reli-
ability Creating
new opportunities
Produced knowl-
edge’s complexity
and broadness
Globalizing R&D
activity Resistive
economy Business
success

Continuous im-
provement Flex-
ibility Open in-
novation Creative
space Technol-
ogy dependence
Commitments
Knowledge leak-
age Information
exchange Finding
research Research
purpose Perfor-
mance Outputs
Techniques used
Required qualifi-
cations Work size
Time horizon Fu-
ture employment
guarantee Sense
of belonging to
organization Tech-
nology necessity
Making the R&D
more efficient Em-
ployees’ training
and empowering
Promotion Reverse
Engineering

Access to advanced
technology, in-
cluding activity
originality and
creativity Out-
come uncertainty
Systematization
Results transfer-
ability Evolution
speed Technology
application broad-
ness Technology
added value Com-
petitive advantage
Credit from tech-
nology Learning
potential

R&D limitations
Guidelines and
rules Work pro-
cesses Job knowl-
edge and informa-
tion Technology’s
environmental
compatibility Fa-
miliarity with
technology and
market Com-
pany size/power
Employees’ ex-
pertise and skill
Feedback Market
access Technolog-
ical infrastructure
Technology skills

Enterprise strategy
Company culture
Increased com-
plexity over time
More extensive
R&D Collabora-
tive R&D Spatial
concentration
Occupational
safety and health
Environmental
effects Innovation
source Cultural
embedding Struc-
tural complexity
Difficulty of com-
bining knowledge
Risk management
Management and
leadership style
Focused decision
making Systematic
thinking

Information shar-
ing Improving
abilities Organi-
zational creativity
Organizational
Trust Job Satisfac-
tion Considering
talents Encourag-
ing idea creation
Consulting em-
ployees Organiza-
tion empowerment
Skilled and capable
users Supportive
policies R&D in-
tensity Absorption
capacity Support-
ing agents Physical
and structural
resources Finan-
cial and capital
resources Employ-
ees’ motivation
and commitment
Expert and qual-
ity workforce
Problem-solving
skills

Table 3: Final weights of strategic criteria with AHP approach
Consequences Intervening

Factors
Contextual
Factors

Causal Factors Strategies Axial Factors

0.123 0.138 0.169 0.178 0.191 0.201 Weight

Table 4: Ranking of model dimensions

rank Weight Dimensions
1 0.201 Axial category Dimensions
2 0.191 Strategies of the model
3 0.178 Causal conditions for determining
4 0.169 Contextual condi-

tions
the level of technologi-
cal

5 0.138 Intervening condi-
tions

complexity of research
and

6 0.123 Consequences development activities

into six categories during the coding process. Access to advanced technology was selected as the axial category, which
in turn includes variables such as activity novelty, activity creativity, outcome uncertainty, systematicity, results’
transferability, evolution speed, technology’s added value, competitive advantage, technology credibility, learning
potential, and technology’s broad application. Five hypotheses are proposed based on the research findings:

1. Causal conditions to reach advanced technology, including 19 factors of information sharing, improving abilities,
organizational creativity, organizational trust, job satisfaction, considering talents, encouraging idea creation,
consulting employees, organization empowerment, skilled and capable users, supportive policies, R&D inten-
sity, absorption capacity, supporting agents, physical and structural resources, financial and capital resources,
employees’ motivation and commitment, expert and quality workforce, problem-solving skills, affect the axial
category.

2. Contextual conditions, including 16 factors of enterprise strategy, company culture, increased complexity over
time, more extensive R&D, collaborative R&D, spatial concentration, occupational safety and health, envi-
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ronmental effects, innovation source, cultural embedding, structural complexity, the difficulty of combining
knowledge, risk management, management and leadership style, focused decision making, and systematic think-
ing provide a general bed for the constant effort to achieve advanced technology, and they are influential on
strategies.

3. Intervening conditions, including 12 factors of R&D limitations, guidelines and rules, work processes, job knowl-
edge and information, technology’s environmental compatibility, familiarity with technology and market, com-
pany size/power, employees’ expertise and skill, feedback, market access, technological infrastructure, and tech-
nology skills provide a specific bed for the constant effort to achieve advanced technology, and they are influential
on strategies.

4. Strategies, including 23 factors of continuous improvement, flexibility, open innovation, creative space, tech-
nology dependence, commitments, knowledge leakage, information exchange, finding research, research purpose,
performance, outputs, techniques used, required qualifications, work size, time horizon, future employment guar-
antee, sense of belonging to the organization, technology necessity, making the R&D more efficient, employees’
training and empowering, promotion, and reverse engineering, refer to actions and reactions leading to advanced
technologies, and they are influential on consequences.

5. Advanced technology acquisition and measures to maintain and continue it leads to consequences such as tech-
nology protection capability, risk level, technology life cycle, technology usefulness, aligning R&D with the orga-
nization’s strategy, patents and intellectual property, commercialization of R&D results, technology smartness,
technology competitiveness, research applicability, products’ quality, and reliability, creating new opportuni-
ties, produced knowledge’s complexity and broadness, globalizing R&D activity, resistive economy, and business
success.

6 Conclusion:

According to the model obtained from the analysis of the interviews conducted with the foundation’s data approach,
it can be seen that with the acquisition of advanced technology as a central category that includes the variables of
novelty of activity, creativity of activity, uncertainty of result, systematicity, transferability. The results are the speed
of transformation, the added value of technology, being different from competitors, the credibility of technology, the
potential of learning, and the extent of the application of technology. There may be other factors in determining the
level of technological complexity of research and development activities in knowledge-based companies that have not
been identified. Since conducting research and development activities that have high technological complexity can lead
to the provision of competitive technological products, providing a model of the relationship between technological
complexity of research and development activities and improving the market performance of knowledge companies.
The basis and finally increasing the share of the knowledge-based economy can be a suitable case for future researches.
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