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Abstract

Data platforms with large dimensions, despite the opportunities they create, create many computational challenges.
One of the problems of data with large dimensions is that most of the time, all the characteristics of the data are not
important and vital to finding the knowledge that is hidden in them. These features can have a negative effect on the
performance of the classification system. An important technique to overcome this problem is feature selection. During
the feature selection process, a subset of primary features is selected by removing irrelevant and redundant features. In
this article, a hierarchical algorithm based on the coverage solution will be presented, which selects effective features by
using relationships between features and clustering techniques. This new method is named GCPSO, which is based on
the optimization algorithm and selects the appropriate features by using the feature clustering technique. The feature
clustering method presented in this article is different from previous algorithms. In this method, instead of using
traditional clustering models, final clusters are formed by using the graphic structure of features and relationships
between features. The UCI database has been used to evaluate the proposed method due to its extensive characteristics.
The efficiency of the proposed model has also been compared with the feature selection methods based on the coverage
solution that uses evolutionary algorithms in the feature selection process. The obtained results indicate that the
proposed method has performed well in terms of choosing the optimal subset and classification accuracy on all data
sets and in comparison with other methods.
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1 Introduction

New information and communication technologies as well as decision support technologies, by collecting, storing,
evaluating, interpreting and analyzing, retrieving and disseminating information and knowledge to specific users, can
provide timely, accurate and needed information to people. have a lot of influence. One of the tools used in these
technologies is data mining. Data mining includes the use of advanced data analysis tools in order to discover reliable
and previously unknown patterns in large data sets. These tools are statistical models, mathematical algorithms and
machine learning methods. Machine learning algorithms are algorithms that automatically improve their performance
through experience [40, 6, 21, 43, 4, 27, 28].
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Figure 1: The main stages of the feature selection process [19].

Data mining is beyond data collection and management and includes analysis and prediction. In data mining, it is
usually referred to the discovery of useful patterns among the data. A useful model is a model in data that describes
the relationship between a subset of data that is valid, simple, understandable and new. Data mining is not a new
technology, but its use has been growing meaningfully in various private and public sectors, and generally industries
such as banking, insurance, medicine, and retail use data mining for the purpose of reducing costs, increasing research,
and increasing sales [28, 22, 41, 15, 1, 32].

Data is usually described by a large number of attributes. Many of these features may be irrelevant and redundant
for the intended data mining application. The existence of a large number of these irrelevant and redundant features
in a data set has a negative effect on the performance of the machine learning algorithm and also increases the
computational complexity [18, 16, 34]. Therefore, reducing the dimensions of a dataset is a fundamental task in
data mining and machine learning applications. Decreasing the dimensions of the data set on one hand reduces the
computational complexity and on the other hand, reduces the parameters of the classification algorithm. As a result,
it is possible that the performance of the classification algorithm will increase. Therefore, it seems that the model
based on the reduced features has a higher generalization ability than the original model. According to a general rule
for a classification problem with n dimensions and C classes, at least 10×n×C training data are required [32, 18, 9].
When it is practically impossible to provide this amount of training data; Reducing the number of features reduces
the amount of training data required. As a result, the performance of the classification algorithm increases.

In recent years, two general strategies have been proposed to reduce the dimension. feature selection and feature
extraction [18, 2, 12]. Feature selection, also known as variable selection and subset selection, selects a subset of
the initial features by searching through the available subsets. While in feature extraction, the primary features are
transferred to a new space with less dimensions. During the feature selection process, a subset of primary features is
selected by removing irrelevant and redundant features. The entire search space to find the most suitable features,
including all possible subsets, is defined as:
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where n is the number of initial features and s is the size of the selected feature subset.

In general, the feature selection process includes four main stages of feature subset generation, subset evaluation,
stopping criteria, and validation of results, as shown in Figure 1.

As seen in Figure 1, in each iteration of the search process, a candidate subset of the main features is generated
and its suitability is measured by an evaluation criterion. The process of generating the subset and evaluating it is
repeated until a predetermined stopping criterion is reached. At the end of this process, the best selected feature
subset is validated on the test data set. Another way to reduce data dimensions is to use feature clustering. Feature
selection based on the relationships between features is an old idea to reduce the dimensions of the problem, which has
been considered for a long time [18, 2, 12]. Graphical representation of the problem has gained a lot of popularity in
the last decade. This representation method provides a robust model for problem representation thanks to its ability
to model relationships between problem elements. In this article, by modeling the problem using feature clustering, it
is possible to better display the relationships between features and, as a result, select the final features. As research
contributions, we seek to find a suitable answer to the following questions.

1. To what extent will the use of feature clustering affect the selection of related features?

2. To what extent can the use of feature clustering reduce redundancy between selected features?
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3. To what extent can the use of optimization algorithm increase the accuracy of feature selection?

In fact, it seems that the use of feature clustering can be effective in selecting related features. In addition, the use
of feature clustering can reduce the redundancy between selected features. Also, it can be claimed that the use of
optimization algorithm can increase the accuracy of feature selection to some extent. The remainder of this article
is organized as follows. First, in section 2, the research conducted in the field of feature selection is reviewed. Then
Section 3 describes the proposed feature selection method in full detail. The performance of the proposed method for
the feature selection problem is evaluated in the next sections, and also, the performance of the proposed method is
compared with the latest feature selection methods based on the overlay solution. And finally, we will give a general
summary of the method presented in this article.

2 Research literature

An important issue related to data mining applications is the problem of high dimensionality of the data set
where the number of features is much more than the number of patterns. Data sets with high dimensions reduce the
performance of the classifier in two ways. On the one hand, the volume of calculations increases, and on the other
hand, a model based on high-dimensional data has a low generalization capability and the probability of overfitting
increases [18]. As a result, reducing the dimensions of the problem can both reduce the computational complexity
and improve the performance of classification algorithms. In recent years, two general solutions have been proposed
to reduce the dimension. feature selection and feature extraction [18, 2, 12].

From a general point of view, feature selection methods are divided into two categories with and without supervision
[17, 30, 11]. In supervised methods, a set of training patterns is available, each pattern is described by a vector of
feature values along with a class label, while unsupervised methods are faced with a dataset without class labels. In
general, it can be said that feature selection methods in supervised mode have better efficiency and more reliable
performance due to the use of class labels [30, 39]. Therefore, feature selection in unsupervised mode is more difficult
and in many researches, this field has been considered. Each feature selection method consists of two main steps
of creating candidate subsets and evaluating these subsets. Different subsets are generated according to the search
strategy and their usefulness is calculated based on the evaluation criteria. These two steps are repeated until the
stop criterion is reached.

Also, based on the evaluation criteria, feature selection methods are divided into four solutions: wrapper, filter,
hybrid and embedded [9, 30].

2.1 Wrapper approach

The Wrapper approach uses a learning or classifier algorithm to evaluate the suitability of the selected feature
subset. In this approach, a search method is used to find the optimal feature subset. Therefore, at each stage of
the search process, a feature subset is generated and the quality of that subset is evaluated by training and testing
a classifier. Finally, the best generated feature subset is selected as the final feature subset. For a specific data set,
the wrapper approach is started by generating a subset of features and using a learning algorithm, its usefulness is
evaluated. The search for the optimal subset is repeated until a predetermined stopping criterion is reached. After
reaching this criterion, the search is stopped and the current subset is selected as the final subset and its quality is
evaluated on the test data. The wrapper approach is divided into two general categories, sequential and random,
based on the search strategy.

The method (PSOFS) [31] based on the particle swarm optimization algorithm and by providing three new initial-
ization strategies, three new update mechanisms, searches for the optimal feature subset. The disadvantages of this
method are the selection of the largest number of features and low classification accuracy.

2.2 Filter approach

The filter approach uses the statistical and probabilistic features of the data to select the feature and performs the
feature selection process independently of the machine learning algorithms. In other words, this approach uses the
inherent characteristics of the data to evaluate the features. Due to the fact that the filter approach does not include
machine learning algorithms, it is computationally much faster than the methods based on the Wrapper approach,
and it will be suitable for high-dimensional datasets. Figure 2 shows the general outline of this solution. The overall
scheme of the filter approach is similar to the Wrapper approach, with the difference that here the learning algorithm
is not used to evaluate the subset of the generated features and different subsets are evaluated based on an independent
criterion
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Figure 2: Overview of the filter approach

2.2.1 Univariate methods

In univariate methods, the appropriateness of each feature is evaluated alone and according to a certain criterion.
In these methods, it is assumed that the features are independent of each other and the possible dependence between
the features is not considered. This simplifying assumption may be a wrong assumption in many cases and reduce the
efficiency of the feature selection method. The advantage of these methods is their simplicity and low computational
complexity. In the following, a number of univariate methods based on the filter solution are briefly reviewed.

Information gain (IG) [26] is a method based on information theory that is often used in machine learning. Usually,
information gain is defined as the amount of information provided by a feature for the classification system. This
method is independent of the classifier and efficiently removes irrelevant features, but it is able to select features only
in the case with the observer and has relatively high computational complexity.

Fisher’s score (FS) [25] is a supervised feature selection method, which aims to select a subset of features, where
the subset is the distance between patterns in the same class, as small as possible, and the distance between patterns
in different classes, as much as possible. In other words, this criterion determines the ratio of the dispersion of patterns
between different classes to the dispersion of patterns within each class. Therefore, this criterion gives a higher score to
the features that have such a separating property. But this method has low usefulness due to ignoring the relationships
between features.

Laplacian score (LS) [38] is a method based on graph theory that works in both supervised and unsupervised
modes. The Laplacian score models the data space into a graph and is based on the belief that if two data points are
close to each other, they are likely to belong to the same class. In fact, this method uses the local structure of the
data space to select the feature. But in this method, it is possible to choose similar and redundant features, and also
the performance of this method is relatively low.

2.2.2 Multivariate methods

Multivariate methods evaluate the suitability of features according to the dependence between them. Therefore,
multivariate methods have more computational complexity than univariate methods, but they also have higher per-
formance. Multivariate methods tend to overfit when the number of patterns is much less than the number of features
[27]. In the following, the methods of multivariate feature selection based on the filter solution are briefly reviewed.

The random subspace method (RSM) [10] is a multivariate feature selection method based on the filter solution,
whose main goal is to reduce the computational complexity in feature determination. This method is highly efficient
due to considering the similarity between the features, but because it pays more attention to reducing the similarity
between the selected features, this in turn causes the selection of unrelated features, and as a result, there is a possibility
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of lowering the accuracy.

In [37], a feature selection method based on GAFS genetic algorithm is presented. This is a new method of multiple
populations in the genetic algorithm, which has increased the efficiency of this method compared to previous methods.
But in this method, in high-dimensional datasets, the convergence speed of the algorithm will decrease to a great
extent. The convergence speed of the algorithm will be greatly reduced.

2.3 Hybrid approach

In the hybrid approach, an attempt is made to use the advantage of both filtering and wrapper approach and to
provide an algorithm that balances the calculation efficiency in the filtering approach and the accuracy in the wrapper
approach. In fact, the goal of this approach is to provide a method that performs well both in terms of efficiency and
usefulness. In many feature selection methods based on the hybrid approach, the feature selection process is performed
in two stages. In the first step, the initial feature set is reduced by the filter approach , then in the next step, the final
feature set is selected from the reduced feature set using the wrapper approach.

In [9], a feature selection algorithm based on fuzzy theory is presented, which combines two solutions, covering and
filtering. The method presented by them included three main steps:

1. Pre-processing of features using feature discretization process.

2. Pre-selection and ranking of features based on fuzzy random forest classifier.

3. Selecting the final features using a method based on the coverage solution.

In [29], a feature selection method based on a hybrid solution for high-dimensional data sets is presented. To
select the final features in the proposed method, first, the set of candidate features is selected from among the initial
features. Then, in the next step, the final feature sets are selected using an overlay method. Due to its two-stage
nature, there is a possibility of removing suitable features in the initial stage.

2.4 Embedded approach

In the embedded approach , the feature selection process is considered as a part of the learning algorithm. In other
words, the search for the appropriate subset of features is performed by a learning algorithm. The computational cost
of the embedded approach is between the filter approach and the wrapper approach. As mentioned earlier, in the
wrapper approach, classification accuracy is used in a predetermined learning algorithm to evaluate each candidate
subset. One of the major problems of the methods based on the wrapper approach is their computational complexity.
To solve this problem, in the embedded approach, it has been tried to reduce the computational time by combining
feature selection with the training process. On the other hand, the embedded approach, like the wrapper approach,
depends on the type of learning algorithm used during the feature selection process.

Support vector machine, decision tree and simple Bayes are the most famous learning algorithms for feature selection
in embedded solutions. Support vector machine is one of the supervised learning methods used for classification and
regression. This method is among relatively new methods that have shown good performance in recent years compared
to older methods, including perceptron neural networks.

In [14], SVM has been used for gene selection in the classification of cancer types. They applied a technique
called recursive feature elimination, which is a backward recursive feature selection technique. This method has less
computational complexity than the coverage methods, but it has a higher computational complexity than the filter
methods, and also in this method, there is dependence on the SVM classifier.

Graphical representation of the problem has gained a lot of popularity in the last decade. This representation
method provides a robust model for problem representation thanks to its ability to model relationships between
problem elements. In many past researches, graph-based methods have been used to solve the feature selection
problem [33, 7, 42]. For example, in [42] a method based on hypergraph clustering is presented for the problem of
feature selection. The method presented in this research has two major advantages. The first advantage of this method
is to use the MII criterion to calculate the size of supergraph edges. Using this criterion makes it possible to identify
higher-order relationships between features and to minimize the redundancy between the selected features. The second
advantage of this method is the use of hypergraph clustering to select suitable features, which has made the number
of final features automatically determined.
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Figure 3: Working process of the proposed method

3 Research method

The main challenge in feature selection is the issue of redundant feature selection. The main goal of feature
selection methods is to identify and remove these features. Some feature selection methods are able to effectively
remove irrelevant features, but due to not considering the relationship between features, they are unable to identify
redundant features. On the other hand, another category of feature selection methods only focuses on detecting and
removing redundant features and irrelevant features are not removed in the feature selection process. Providing a
feature selection method that can effectively identify both types of these features is one of the major challenges in
feature selection.

In feature selection methods, determining the appropriate search algorithm plays a vital role. A feature selection
method should be evaluated from two viewpoints of efficiency and usefulness. The efficiency of a feature selection
method depends on the time required to find the final feature subset. While the usefulness is dependent on the quality
of the selected feature subset. These two criteria have been in conflict with each other, and usually the improvement
of one of them leads to a departure from the other. Therefore, creating a compromise between these two criteria has
become an important and necessary issue in feature selection.

One of the main goals in feature selection is to select a suitable subset of features that is neither too large nor too
small. If the number of features if selected is small, those features are not able to represent the entire primary features
well, and as a result, the performance of the classification algorithm decreases. Also, if the number of selected features
is too large, the probability of selecting unrelated and redundant features increases. As a result, the performance of
the classification algorithm decreases. In most feature selection methods, the number of selected features is considered
fixed and must be determined by the user before the feature selection process. Therefore, providing a feature selection
method in which the number of suitable features is automatically determined is one of the major challenges in the
feature selection problem.

3.1 Suggested method

In this paper, a new algorithm based on relationships between features will be presented for feature selection. Also,
a new feature selection method has been presented by using the particle swarm optimization algorithm and feature
clustering.

Figure 3 shows the process of the proposed method, each of these steps is described below. In this proposed method
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to represent the feature clustering problem, it is done in such a way that at first, graph clustering is done using the
relationships between features, and then, based on the new clusters, the structure of each particle is determined in the
particle optimization algorithm. and finally the final clusters are selected.

3.1.1 Graphic representation of feature selection

To cluster the features using the graph clustering algorithm, the feature space must be represented graph-
ically. Therefore, the problem is represented as a complete undirected weighted graph G = (F,E,wF), where
F = {F1,F2, ...,Fn} represents the initial feature set with n features, each feature is a node of the graph and
E = {(Fi,Fj) : Fi,Fj ∈ F}represents the edges of the graph. Also, wF : (Fi,Fj) −→ R is a function that shows
the degree of similarity between two features Fi and Fj.

One of the important issues in feature clustering process is to determine a criterion to calculate the similarity
between two features. Choosing an appropriate criterion to calculate the similarity between features has a great
impact on the performance of the feature selection algorithm. There are different methods for calculating the similarity
between features, each of which gives different results. The degree of similarity between two features can be calculated
based on the distance between the two feature vectors. Considering that there are generally two measures of similarity
and photo distance, if we can provide a distance measure for two feature vectors, by reversing this value, we will be
able to calculate the similarity between the two feature vectors.

In this article, an attempt is made to provide a new criterion that has both high accuracy and less computational
complexity. In this similarity criterion [24], an attempt has been made to improve the problem of high computational
complexity in the cosine similarity coefficient, which is caused by the multiplication of features, or the problem of
calculating the difference between the average and the features of each data in the Pearson similarity coefficient. For
this purpose, instead of using the cosine criterion or the Pearson criterion, a new criterion based on the covariance
vector is provided. This relationship is introduced as follows:

Sim(Si,Sj) =
Cov(Si)Cov(Sj)√
Var(Si)Var(Sj)

. (3.1)

In the above relation, Cov(Si) represents the covariance of the feature vector xi and also Var(Si), represents the
variance calculation for the feature vector xi. As can be seen in this relationship, if two features are completely similar,
in this case, the degree of similarity will be equal to 1 or -1, and two features that are completely independent of each
other, in this case, the degree of similarity will be equal to zero.

Since most programming languages have library functions for calculating variance and covariance, as a result,
the computational complexity of implementing this part has been almost eliminated, and due to the use of internal
functions in programming languages, the time to implement this method Compared to other similarity calculation
criteria, it is much lower. Also, due to the simultaneous use of the two concepts of covariance and variance, which
indicates the amount of dispersion in that feature, the accuracy of the method will increase compared to similar
methods. On the other hand, considering that the value of this feature will always be equal to 1 and -1 at the highest
degree of similarity and equal to zero at the lowest degree of similarity, as a result, unlike Pearson’s criterion, there
is no need for normalization and only by taking the absolute value of the The obtained similarity, the weight of
the corresponding edge in the graph is determined. Due to the elimination of the normalization step, the similarity
calculation method presented in this article will be much more efficient than the previous examples.

3.1.2 Clustering of features

The main purpose of feature clustering is to divide the primary features into a number of different clusters based
on their similarity to each other. In most feature clustering methods, the number of clusters must be specified by the
user before performing the clustering algorithm. In general, determining the number of clusters for primary features
is a difficult task, and the optimal number of clusters can only be determined by trial and error.

Data distribution in a cluster is considered one of the important criteria in clustering, which is not considered in
most of the previously presented methods for feature clustering. Considering the dispersion of features in a cluster
can greatly increase the performance of the clustering algorithm.

In this method, to deal with these problems, a community detection algorithm called Louvain [8] has been used
for the initial clustering of features. The purpose of using the Louvain algorithm is that the features are divided into
a number of clusters that each cluster has similarities with each other, and then appropriate features are extracted
from each cluster. One of the fast and efficient algorithms for detecting communities is the Louvain algorithm, which
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Figure 4: Steps of feature clustering using Louvain algorithm

performs graph clustering using Podmani function maximization. At the beginning of the algorithm, each node is
considered as a cluster, and then clustering is done in two repeated steps as follows:

First step: for each node i, the benefit of assigning that node to cluster C is calculated using equation (3.2)
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where
∑

in in is the sum of weights in cluster C,
∑

tot is the sum of weights of edges that connect to the nodes of
cluster C, ki is the sum of edges of node i and ki,in represents the sum of weights of edges that have one end is node i
and its other end is cluster C. Also, m is equal to the sum of the weights of all the edges of the graph.

Second step: each node is assigned to a cluster that maximizes the Podmani function. Clusters are then rebuilt
based on this new structure. These two steps are repeated until there is no more change in the cluster structure. One
of the advantages of the Louvain community detection algorithm is its simplicity and repeatability, which makes its
analysis and implementation very easy. Also, the number of clusters is determined automatically and there is no need
to have information about the data structure before clustering. In addition, in terms of computational complexity,
the Louvain algorithm is very efficient and has a time complexity of O(n log n ), where n represents the number of
nodes. For this reason, this algorithm can be used for graphs with a very large number of nodes and up to several
million nodes. Louvain community detection algorithm is used in many network analysis software. Figure 4 shows the
clustering of features using the Louvain algorithm.

3.1.3 Optimization of clusters using particle swarm optimization algorithm

In the feature selection problem, many search algorithms based on different techniques have been proposed to find
the global optimal solution in a reasonable time. But their computational complexity is exponential. Therefore, with
the increase in the number of features, the execution time of these algorithms increases exponentially. So, solving this
problem is impractical for high-dimensional datasets. This issue has made heuristic algorithms and meta-heuristic
algorithms more interesting to researchers. The methods based on heuristic search increase the speed of the algorithm
by compromising between the computational complexity and the quality of the found solution. These methods obtain
the final solution in a reasonable time, but do not guarantee to obtain the global optimal solution. More precisely, it
can be said that it is possible for these algorithms to get stuck in the local optimum. As a result, different algorithms
with different ideas have tried to minimize this problem in order to find the general optimum which is the best subset
of the main features. These algorithms try to find the optimal solution to the problem by searching the problem space
and focusing on good solutions. These algorithms, which are named meta-heuristic algorithms, have been able to
significantly reduce the probability of getting stuck in the local optimum by using this approach. Among the meta-
heuristic methods that have been proposed for feature selection, population-based optimization algorithms, such as
genetic algorithm (GA), ant colony optimization algorithm (ACO), and particle optimization algorithm (PSO), have
received more attention. PSO has many advantages over other heuristic optimization methods. for example:
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� This algorithm works based on probabilistic rules, not deterministic rules. Therefore, PSO is a stochastic
optimization algorithm that can search uncertain and complex regions. This feature makes PSO more flexible
and resistant than conventional methods.

� The quality of the solution of the proposed path does not depend on the initial population. Starting from any
point in the search space, the algorithm eventually converges the solution to the optimal solution.

� PSO has great flexibility to control the balance between local and global search of the search space. This unique
property of PSO overcomes the problem of untimely convergence and increases the search capacity. All these
features make PSO different from genetic algorithm (GA) and other heuristic algorithms.

In the proposed method, by using feature clustering and combining it with the particle swarm optimization al-
gorithm, a feature selection method based on the overlay solution is provided. The use of this method for feature
selection results in the selection of features with maximum relevance and minimum redundancy.

The PSO method, which was first proposed by Eberhart and Kennedy in 1995 [19], is a global minimization
method that can be used to deal with problems whose solution is a point or surface in the n-dimensional space. In
such a space, an initial velocity is assigned to each particle, and communication channels between particles are also
considered. These particles are then moved through the response space and the results are calculated based on a
”merit criterion” after each time interval. With the passage of time, the particles accelerate towards the particles that
have a higher merit criterion and are in the same communication group. Despite the fact that each method works
well in a range of problems, the particle swarm optimization algorithm method has shown much success in solving
continuous optimization problems.

In this part of the proposed method, using the particle swarm optimization algorithm with a new merit criterion
and with the help of parallel mapping, the clusters formed in the previous step are optimized and the final clusters
are formed. In this step, it is tried to optimize the centers of the clusters selected in the previous step. In fact, each
particle in the particle optimization algorithm is considered as a mapping particle that defines the formed clusters.

The beginning of the particle swarm optimization algorithm is that a group of particles is created randomly and by
updating the generations, they try to find the optimal solution. In each step, the position and speed of each particle
is updated. Two items are used for this. The first case is the best position that the particle has achieved so far, which
is known and stored as the pbest position and is used by the algorithm, and the second case is the best position that
has been achieved by the population of particles. Is. This position is displayed by bagbest. In the particle swarm
optimization algorithm, each particle in the search space is represented by the vector xi = (xi1, xi2, . . . , xiD) where
D represents the dimensions of the problem. Also, this particle has a velocity v, which is represented by the vector
vi = (vi1, vi2, . . . , viD). In each iteration, after finding the best values (pbest and gbest), the velocity and position
vector of each particle is updated using the following equations.

x = x+ v (3.3)

v = v × ω + C1 × r1 × (pbest− x) + C2 × r2 × (gbest− x) (3.4)

where ω is an input weight that determines the influence of the speed in the previous iteration on the current speed,
also, C1 and C2 are two random values between zero and one. The used particle swarm optimization algorithm searches
for the optimal feature subset in five steps, each of these steps is described below.

First step: Creating the initial population: The first step in any particle swarm optimization algorithm is to create
an initial population of particles. Each particle in the particle swarm optimization algorithm represents a solution of
the problem. So, in the algorithm used in this proposed method, each particle must show a subset of features. The
length of each particle is equal to the size of the original features, n. Each feature of the particle specifies whether the
corresponding feature is selected or not. In other words, each attribute is a binary value that can have two states of
zero and one. A value of zero for each feature indicates that that feature is not selected, and a value of one indicates
that the feature is selected. The restriction applied in creating the initial population is that the number of selected
features in each particle must be the same for the entire initial population. This value is considered equal to K. In
other words, in each particle of the initial population, only and only K features have a value of one. In other words,
the length of all primitive subsets are equal.

Second step: calculation of the fitness function: after creating the initial population, the value of the fitness function
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Figure 5: Flowchart of particle swarm optimization algorithm

for all particles should be calculated. For this purpose, in this proposed method, the following criterion is used.

Q =

m∑
s=1

[
1s
m

−
(

ds
2m

)2
]

(3.5)

where m is the number of primary particles, ls is the number of input edges of particle s, and ds is the sum of input
and output degrees of particle s. For a fixed population c, the first term, i.e. 1s/m is the fraction of edges of the graph
that is input to the particle s, while the second term, i.e. (ds/2m) the fraction of edges expected in a graph Random
with the same distribution of G degrees, belongs to the particle s.

Third step: updating the position of the particles: in this case, the position of the particles is updated based on the
relation (3.3) In other words, in this case, the subset of features created by the particle swarm optimization algorithm
is updated by this relationship.

Fourth step: updating the speed of the particles: in this step, the speed of the particles is updated, similar to
the previous step. In fact, each particle (solution) in the particle swarm optimization algorithm has a speed and a
position, which is updated using the relation (3.3) and then using the relation (3.4) particle velocity is updated.

Fifth step: check the termination condition: depending on the type of problem, the condition for stopping the
algorithm can be a certain number of repetitions, time, lack of improvement of the answers, or lack of convergence
of the obtained answers. In this stage of the proposed method, the termination condition, which is the number of
iterations of the particle swarm optimization algorithm, is checked. If the predetermined number of repetitions is
reached, the algorithm ends.

Figure 5 shows the flowchart of particle swarm optimization algorithm.

3.1.4 Selection of the final feature subset

The main goal of this step of the proposed method is to search for the optimal feature subset using the appropriate-
ness criterion of each feature. The measure of suitability of each feature in the unsupervised mode is data dispersion
(TV) [36] and in the supervised mode, Fisher’s score (FS) [25].

Data dispersion is the simplest unsupervised measure for feature evaluation, the data dispersion in a feature
indicates the representative power of that feature. Therefore, features with high dispersion have valuable information.
Also, Fisher’s score is an observational feature selection method whose goal is to select a subset of features in which the
distance between patterns in the same class is as small as possible and the distance between patterns in different classes
is as large as possible. In other words, this criterion determines the ratio of the dispersion of patterns between different
classes to the dispersion of patterns within each class. Therefore, this criterion gives a higher score to the features
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that have such a separating property. The Fisher score for feature A is determined using the following equation.

FS(S,A) =

∑
v∈Values(S) nv(Āv − Ā)2∑
v∈Values(S) nv(σv(A))2

(3.6)

where Ā is the average of the entire set of patterns corresponding to feature A, nv represents the number of patterns
whose class label is v, and σv(A) and Āv represent the standard deviation and mean of patterns within class v,
respectively, according to Attribute A specifies.

In this proposed method, after calculating the Fisher score for all the features, the features with the highest Fisher
score are selected as the subset of the final features.

3.2 Evaluation of the proposed method

In this section, the performance of the proposed method for selecting features in big data is evaluated using a
new algorithm based on clustering techniques and optimization algorithms. For this purpose, the proposed method
is compared with the latest methods of feature selection in big data that use evolutionary algorithms in the feature
selection process. The feature selection methods for comparison with the proposed methods are:

Hybrid Genetic Algorithm Based on Local Search for Feature Selection(HGAFS)[27]: This method selects the final
feature subset by using a hybrid genetic algorithm and applying a local search operator. The HGAFS method evaluates
a subset of candidate features using a multilayer perceptron neural network. Therefore, it is a feature selection method
based on the coverage strategy.

Combined Ant Colony Optimization Algorithm for Feature Selection (ACOFS)[23]: This method searches for the
optimal subset by using the search property of the ant colony algorithm and combining it with neural network.

Particle Swarm Optimization Algorithm for Feature Selection (PSOFS) [31]: This method searches for the optimal
feature subset based on particle swarm optimization algorithm and by providing three new initialization strategies,
three new update mechanisms. The main goal of PSOFS method is to select the least number of features and maximize
the classification accuracy. This method is also based on the cover solution.

The feature selection method presented in this article is named GCPSO and MATLAB programming language was
used to implement this method.

In the rest of this section, the characteristics of the data sets used in the experiments, the classifiers used, and the
practical results are described.

3.2.1 Datasets

In this article, several datasets with different characteristics have been used to evaluate the proposed methods and
compare its performance with other feature selection methods. These datasets include Wine, Hepatitis, Wisconsin
Diagnostic Breast Cancer (WDBC), Ionosphere, Spambase, Sonar, Arcene, and Colon. All these data sets except the
last data set (Colon) were selected from the University of California database [5]. Also, the specifications and details
of the Colon dataset have been presented by Mr. Alon and his colleagues [3]. These datasets have been selected
for evaluating the proposed methods due to their extensive characteristics. For example, the Spambase dataset is a
small-dimensional dataset with a large number of patterns, but the Colon dataset has only a small number of patterns
available despite its very high dimension. The general characteristics of these datasets are shown in Table 1.

In some of these datasets, different features have different value ranges. In this case, features with a larger value
range may dominate over features with a smaller value range, and the probability of their selection will increase. To
solve this problem, all the different datasets are normalized before starting the feature selection process. In this article,
maximum-minimum normalization method is used to normalize data sets. Using this normalization method, the range
of values of all used data sets is changed to the range of zero to one.

In some of these data sets, there are several missing values. To overcome this problem, the missing values in these
features are replaced by the average of the available data corresponding to that feature that is available [35].

3.2.2 The size of the selected feature subset

In this section, different methods are compared in terms of the number of features they select as the final subset.
Table 2 shows the average feature subset size selected by each of the methods on different datasets.
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Table 1: Specifications of datasets

Dataset Features Classes Patterns
Wine 13 3 178
Hepatitis 19 2 155
WDBC 30 2 569
Ionosphere 34 2 351
Spambase 57 2 4601
Sonar 60 2 208
Colon 2000 2 62
Arcene 10000 2 900

As it is clear from the results of Table 2, all the methods compared in this section have greatly reduced the
dimensions of the dataset. For example, in the Colon dataset which has 2000 features, GCPSO, HGAFS, ACOFS and
PSOFS methods have selected 10.6, 12.8, 11.9 and 96.9 features respectively. This shows that the larger the size of the
data sets, the more optimal the proposed method is than the other methods. Also, in this table, the average number
of selected features for all data sets is also calculated. Among the methods compared in this section, the ACOFS
method, which is a method based on the ant colony algorithm, has the best rank with an average of 7.19 features. Also,
the PSOFS method, which is based on the particle swarm optimization algorithm, has selected the highest number of
features with an average of 29.85 and won the lowest rank. Also, the HGAFS method is a genetic algorithm based
method. Therefore, since the proposed method is based on the particle swarm optimization algorithm, and on the
other hand, the PSOFS method is also based on the particle swarm optimization, so the comparison is more on the
PSOFS algorithm, and on the other hand, the smaller the set of features selected by each of the algorithms , that
algorithm is more optimal.

Table 2: The average size of the subset selected by the proposed method compared to other methods

Dataset Feature Selection Method
GCPSO HGAFS ACOFS PSOFS All features

Wine 6.2 4.7 4.9 7.3 13
Hepatitis 6.8 5.2 5.1 9.4 19
WDBC 8.2 6.2 6.4 13.7 30
Ionosphere 6.8 6.5 6.7 15.2 34
Spambase 7.8 6.9 6.8 17.1 57
Sonar 8.2 7.3 7.1 21.6 60
Colon 10.6 12.8 11.9 96.9 2000
Arcene 11.4 8.4 8.6 57.6 10000
Average 8.25 7.25 7.19 29.85 311.50

3.2.3 Classifiers

To show the generalizability of the proposed method in different classifiers, four classifiers Support Vector Machine
(SVM), Decision Tree (DT), Naive Bayes (NB), and K-Nearest Neighbor (KNN) have been used in the experiments.

3.2.4 Classification accuracy

In this section, different feature selection methods are compared in terms of classification accuracy on different
datasets. Table 3 shows the mean and variance of classification accuracy using SVM classifier for different feature
selection methods. As can be seen in the table, in most of the data sets, the proposed method performed best. For
example, in the Sonar dataset, the classification accuracy for GCPSO, HGAFS, ACOFS, and PSOFS methods is 84.36,
76.33, 79.29, and 78.72, respectively. Also, the classification accuracy for the Sonar dataset in the case where all the
features are selected is equal to 76.05. In this data set, the GCPSO method performed best and the HGAFS method
performed the worst. The average classification accuracy in all datasets for GCPSO, HGAFS, ACOFS and PSOFS
methods is equal to 85.78, 82.58, 83.79 and 84.88%, respectively. These values show that all feature selection methods
were able to improve the classification accuracy compared to the case where all features were used. The GCPSO
method has the best performance with 5.56% improvement and the HGAFS method has the worst performance with
only 2.36% improvement.
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Table 3: The mean and variance of the classification accuracy of the proposed method compared to other feature selection methods on the
SVM classifier. Acc represents the classification accuracy and Std represents the standard deviation in ten independent runs.

Dataset Feature Selection Method
GCPSO HGAFS ACOFS PSOFS All features

Wine Acc (%) 93.11 92.78 93.44 94.42 96.38
Std 1.55 1.98 1.92 1.48 0.83

Hepatitis Acc (%) 87.54 81.50 82.63 83.95 74.33
Std 1.68 1.57 1.46 1.42 2.60

WDBC Acc (%) 95.38 93.15 92.76 94.81 96.11
Std 1.13 1.44 1.47 1.25 0.52

Ionosphere Acc (%) 91.25 87.97 89.49 90.75 86.46
Std 1.19 1.63 1.52 1.36 1.10

Spambase Acc (%) 89.76 85.04 87.30 88.69 88.39
Std 1.11 1.38 1.10 1.18 1.22

Sonar Acc (%) 84.36 76.33 79.29 78.72 76.05
Std 1.53 2.04 2.02 1.89 1.72

Arcene Acc (%) 61.55 60.06 61.68 62.52 56.91
Std 2.32 2.42 2.56 2.34 1.77

Colon Acc (%) 83.33 83.81 83.80 85.23 67.14
Std 2.26 2.60 2.36 2.55 2.47

Average Acc (%) 85.78 82.58 83.79 84.88 80.22
Std 1.79 1.88 1.80 1.68 1.58

The results obtained using the three classifiers DT, NB and KNN are almost similar to the results obtained using
the SVM classifier. For example, according to Table 4, which shows the classification results according to the DT
classifier, the GCPSO method has the best performance with an average classification accuracy of 84.72% and has
been able to achieve an average accuracy of 7.28%. Increase the classification compared to the case without feature
selection. Also, according to Tables 5 and 6, in NB and KNN classifiers, respectively, the proposed method has
the best performance among all feature selection methods with average classification accuracy of 85.06 and 86.89%,
respectively.

Table 4: Mean and variance of classification accuracy in the proposed method compared to other feature selection methods on the DT
classifier. Acc represents the classification accuracy and Std represents the standard deviation in ten independent runs.

Dataset Feature Selection Method
GCPSO HGAFS ACOFS PSOFS All features

Wine Acc (%) 92.45 91.30 91.96 92.78 92.45
Std 1.48 2.00 1.84 1.44 1.06

Hepatitis Acc (%) 84.52 80.74 81.50 84.14 72.82
Std 1.22 1.57 1.39 1.42 2.36

WDBC Acc (%) 94.40 91.96 91.37 94.08 94.86
Std 1.56 1.14 1.46 1.23 1.07

Ionosphere Acc (%) 90.83 86.71 88.56 88.14 83.61
Std 1.15 1.16 1.56 1.42 2.07

Spambase Acc (%) 88.48 83.01 84.90 86.36 84.94
Std 1.82 1.67 1.90 1.89 1.72

Sonar Acc (%) 83.37 79.99 80.83 76.75 74.08
Std 1.62 2.32 1.60 2.15 2.21

Arcene Acc (%) 60.38 57.39 59.93 61.97 53.30
Std 2.25 2.39 2.45 2.45 1.14

Colon Acc (%) 83.33 80.48 82.85 84.76 63.80
Std 2.01 2.62 2.45 2.50 1.82

Average Acc (%) 84.72 81.44 82.73 83.62 77.44
Std 1.63 1.85 1.83 1.81 1.68

3.2.5 Statistical analysis of the results

In this section, using the Friedman test, the statistical analysis of the results obtained for different feature selection
methods is discussed. The Friedman test is a non-parametric statistical test that can be used to evaluate the results
of N different methods on K datasets. In this article, SPSS software [20] was used to perform Friedman’s test.
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Table 5: Average and variance of classification accuracy in the proposed method compared to other feature selection methods on the NB
classifier. Acc represents the classification accuracy and Std represents the standard deviation in ten independent runs

Dataset Feature Selection Method
GCPSO HGAFS ACOFS PSOFS All features

Wine Acc (%) 92.45 94.09 91.14 92.78 95.40
Std 1.48 1.70 1.60 1.44 1.22

Hepatitis Acc (%) 85.65 80.18 82.51 84.17 72.82
Std 1.14 1.35 1.37 1.49 2.52

WDBC Acc (%) 95.64 91.60 92.95 94.81 94.91
Std 1.26 1.02 1.62 1.25 1.29

Ionosphere Acc (%) 90.83 86.13 88.65 88.06 85.62
Std 1.15 0.66 1.67 1.21 1.00

Spambase Acc (%) 88.48 82.11 84.45 85.58 89.03
Std 1.82 1.58 1.99 2.01 0.81

Sonar Acc (%) 83.37 80.70 79.99 80.13 76.61
Std 1.62 2.08 1.57 1.34 1.60

Arcene Acc (%) 62.20 61.42 63.11 62.55 56.03
Std 2.23 2.31 2.65 2.58 1.71

Colon Acc (%) 81.90 79.52 82.37 83.33 67.62
Std 2.21 2.59 2.34 2.74 2.58

Average Acc (%) 85.06 81.96 83.14 83.92 79.75
Std 1.61 1.66 1.85 1.75 1.59

Table 7 shows the values obtained from this test for all four classifiers. As can be seen in this table, the p-value is
less than 0.05 for all data sets. Therefore, it can be concluded that the results of different methods are distinguishable
from each other and the proposed method is superior to other methods.

4 Discussion

By using the particle swarm optimization algorithm and with the help of feature clustering, a feature selection
method based on the overlay solution called GCPSO was presented. One of the advantages of this proposed method
is to select a subset with minimum redundancy and maximum relevance. In the presented method, the Louvain
community detection algorithm was used for feature clustering, which is considered the most important achievement
of this article. Using this algorithm for feature clustering is important in several ways. On the one hand, the number
of clusters is determined automatically and there is no need to determine the number of clusters by the user before the
clustering process. On the other hand, in most of the feature clustering methods presented earlier, the dispersion of
the features in each cluster was not considered. Therefore, these methods will not be able to detect optimal clusters.
In the community detection algorithm used in this article, both the distribution of features within each cluster and
the degree of connection of features in different clusters are considered. Therefore, this algorithm will be able to find
optimal clusters.

In the previous sections, the size of the selected feature subset was shown by each of the methods on different data
sets. All the compared methods have greatly reduced the dimensions of the dataset. In the review and analysis of the
results obtained from the experiments, it was found that the larger the size of the data sets, the better the proposed
method works than the other methods. For example, in the Colon dataset that has 2000 features, the GCPSO method
performed better.

In total, the examination of different feature selection methods, in terms of choosing the optimal subset and
classification accuracy on all data sets, as well as the results of the tests, showed that the GCPSO method has shown
good performance.

5 Conclusion

In this article, by using particle swarm optimization algorithm and feature clustering, a new method of feature
selection based on overlay solution was presented. In the proposed method, first, using the particle swarm optimization
algorithm, the primary features were categorized into a number of clusters. To represent the feature clustering problem,
it was done that first, the feature graph was formed using a new criterion based on the covariance vector, and then
based on a community detection algorithm called Louvain, the initial feature clustering was formed. Finally, using
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Table 6: Average and variance of classification accuracy in the proposed method compared to other feature selection methods on the KNN
classifier. Acc represents the classification accuracy and Std represents the standard deviation in ten independent runs.

Dataset Feature Selection Method
GCPSO HGAFS ACOFS PSOFS All features

Wine Acc (%) 96.39 92.29 94.09 93.76 92.78
Std 1.30 2.02 1.60 1.55 1.17

Hepatitis Acc (%) 87.35 81.88 82.06 84.14 72.07
Std 1.58 1.64 1.35 1.64 2.38

WDBC Acc (%) 95.28 92.27 93.05 94.29 95.12
Std 1.07 1.36 1.61 1.21 1.08

Ionosphere Acc (%) 91.75 87.13 89.32 90.14 85.62
Std 0.97 1.49 1.57 1.35 1.00

Spambase Acc (%) 90.29 84.29 86.57 88.18 85.94
Std 1.11 1.39 1.27 1.20 1.71

Sonar Acc (%) 84.78 76.61 80.41 78.72 73.37
Std 1.57 1.84 2.05 1.89 2.14

Arcene Acc (%) 63.63 61.68 62.00 61.74 53.95
Std 2.57 2.44 2.74 2.40 1.13

Colon Acc (%) 85.71 81.85 83.33 83.33 64.76
Std 1.97 2.53 2.53 2.53 2.00

Average Acc (%) 86.89 82.25 83.85 84.28 77.95
Std 1.51 1.83 1.84 1.72 1.57

Table 7: Friedman test results for the proposed method

Classifier χ2 Degree of freedom p-value
SVM 14.40 4 0.006122
DT 21.30 4 0.000276
NB 10.50 4 0.032797
KNN 29.91 4 0.000005

the particle swarm optimization algorithm, the structure of each particle was determined, and finally, final clusters
were formed for each particle. After clustering the features, the final features must be selected from each cluster,
and for this, Fisher’s criterion was used. The use of this method for feature selection led to the selection of features
with maximum relevance and minimum redundancy. Evaluation of the proposed method and comparison of its
performance with other feature selection methods showed that the proposed method has good performance and has
the best performance among different methods in most datasets.
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