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Abstract

This paper aims to study a broad class of multiobjective mathematical problems with switching constraints in which
all emerging functions are assumed to be locally Lipschitz. First, we are interested in some Abadie, Guignard, and
Cottle types qualification conditions for the problem. Then, these constraint qualifications are applied to obtain several
stationarity conditions. The results are based on Clarke’s subdifferential.
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1 Introduction

In this paper, for the first time, we consider the multiobjective mathematical programming with switching con-
straints (MMPSC, in brief) which is defined as

(MP) : min  (fi(x), -, fn(z))
s.t. g](I) S O, .] € J)
Gr(z)Hy(x) =0, ke K,

where J and K are finite index sets with J U K # (), and the functions f;, gj, Hy and Gy, for i € I := {1,--- ,m},
j € J,and k € K, are locally Lipschitz from R™ to R. The problem (M P) is said to be smooth if f;, g;, Gk, and
Hy, as (i,7,k) € I x J x K are continuously differentiable functions. We will suppose that the feasible set of (M P) is
nonempty, i.e.,

I = {x €R"| g;j(x) <0, Gp(x)Hy(z) =0, je€J ke K}

If m = 1, the problem (M P) reduces to mathematical programming with switching constraints (MPSC, in brief)
which is introduced by Mehlitz [IT]. It should be noted that the general form of an MPSC which has been considered
in [II] includes equality constraints h.(z) = 0, ¢ € T for some finite index set T. Since adding these constraints to
problem (M P) does not increase the technical problems of the issue and just prolongs the formulas, we ignore them
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and just deal with problem (M P). Also, compared to the MPSC considered in [3], the problem (M P) has additional
inequality constraints as g;(z) < 0 for j € J, and this makes it possible to define some constraint qualifications (CQ,
in brief) that were not possible to define in [3], such as the some Cottle type CQs; the definitions will be presented in
the next sections.

Various CQs, optimality conditions, and exact penaltization for MPSC were studied in [I0, II]. Shikhman [I7]
studied MPSC from the topological perspective and established some interesting theorems from Morse theory. Li and
Guo [9] investigated Mordukhovich stationary conditions for MPSC under some weak CQs. Some relaxation schemes
for MPSC was explored [6]. Very recently, the Fréchet normal cone of the feasible set of MPSC is estimated by Jafariani
et al. [5]. In the previous works referenced earlier, all functions that define MPSC are continuously differentiable.
Gorgini and Kanzi [3] (resp. [4]) investigated Abadie (resp. Guignard) type CQs and stationary conditions for MPSC
with non-differentiable locally Lipschitz functions, for the first time. The results of [3] are presented in terms of
Mordukhovich subdifferential.

The first work about MMPSC with continuously differential data is [I4]. There stated some CQs and stationarity
conditions at weakly efficient solutions of the problem. It should be noted that there are no articles that study CQs
and stationarity conditions for nonsmooth MMPSCs. In this paper, we are trying to fill this gap, i.e., we introduce,
categorize, and compare various CQs and prove some stationarity conditions at weakly efficient solutions and properly
efficient solutions of (M P).

Since the feasible set of an MPSC is not necessarily convex, even under the criteria of convexity of the functions that
construct it, applying standard methods of convex analysis is not applicable here. Therefore, we take the nonsmooth
analysis approach, and we assume that all emerging functions of (M P) are locally Lipschitz. To choose a suitable
subdifferential, we select the Clarke subdifferential because its calculation rules are known.

The structure of subsequent sections of this paper is as follows: In Sect. 2, we define the required definitions
and preliminary results, which are requested in the sequel. Section 3 is focused on the definition of several CQs and
their interrelations. The stationarity conditions conditions, that are presented in Section 4, are divided in to three
categories: weak stationarity conditions, Mordukhovich stationarity conditions, and strong stationarity conditions.
Also, we compare our stated results with earlier results in Section 4.

2 Preliminaries

In this section, we briefly address some notations, basic definitions, and standard preliminaries which are used in
the sequel, from|[T], [15].

For a non-empty subset D of R™, its negative polar cone and its orthogonal cone are defined respectively as

D= :={x € R"| (x,d) <0, Vde D},

Dt :=D3N(-D)> ={z €R" | (z,d) =0, Vde D},

where, (-,-) denotes the standard inner-product in R™. With convention = = )+ = R", it is easy to see ([I5, Section
14]) that D= and D= are closed convex cones for each D C R™. The convex hull, the convex cone, the closure, and
the closed convex cone of D C R™ are respectively denoted by conv(D), cone(D), D, and cone(D). Also, put

D~ :={zeR"|(z,d) <0, Vde D\{0,}},

where the zero vector in R” is denoted by 0,,. It is simple to check (see , e.g., [I5]) that if Dy and Dy are two subsets
of R™, we have

(D, UDy)2 =DFNDF & (DyUDy)~ =DFnDF, (2.1)
D, C Dy, = DF C DY & D3 C DT, (2.2)
DY #0 = D = DT, (2.3)
DI = (conv(Dl))< = (cone(Dl))< & DF = (conv(Dl))j = (cone(Dl))j. (2.4)
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It should be mentioned [15, Theorem 6.9] that if IT := {D, | £ € L} is a collection of convex sets in R", then:

cone U Dy) = {zn:/\ngr | D, €Il & A\ >0, Vre{l,--- ,n}}, (2.5)
r=1
< n+1 n+1
conv( | ) Dr) :{Z/\TDZT Dy, €11 & A 20 & S A =1, Vrefl,-- ,n+1}}. (2.6)
el r=1 r—=1

Theorem 2.1. For a given D C R",

e if D is a finite set, cone(D) is closed.

e if D is compact and 0,, ¢ conv(D), cone(D) is closed.
The Bouligand tangent cone (or contingent cone) of D # () at 2y € D is denoted by I'(D, x),

(D, xg) := {u e R"| 3¢t 4 0, Ju, — w such that xg + t,u, € D Vr e N}.

It is worth mentioning that I'(D, z¢) is a closed cone, while it is not necessarily convex. The Clarke directional
derivative of locally Lipschitz function ¢ : R™ — R at 2y € R™ in the direction d € R™ is defined by

¢°(x0;d) := limsup ¢(u+td) — ¢(u)

b
u—xo, t40 t

and the Clarke subdifferential of ¢ at zq is defined by

Ocp(x0) :={€ € R" | ¢°(x0;d) > (£,d), VdeR"}.

The Clarke subdifferential of a locally Lipschitz function ¢ is always a non-empty convex compact set. It is worth
mentioning that if ¢ : R™ — R is a continuously differentiable function, we have d.¢(xo) = {V(zo)} for all zg € R™,
where V() denotes the gradient of ¢ at zq (see [1]). Let us recall some important properties of Clarke subdifferential
from [1], which are widely used in what follows.

Let ¢1 and ¢4 be locally Lipschitz functions from R™ to R and xy € R™. Then

Bc(max{qbl, (bg}) (z0) C conv (acqbl(xo) U 8C¢2(330)), (2.7)
De (M1 + Aadb2) (o) C MOt (w0) + A20cda(wo), VA1, A2 € R,
¢ (w0;v) = max {(1,€) | £ € Dedr(x0)}.

A locally Lipshitz function ¢ : R™ — R is said to be Jd.-pseudolinear at xg € R" if ¢ is both J.-pseudoconvex and
O.-pseudoconcave at xg, i.e., for all z € R™ one has

¢(x) < dlxo) = (§x—mo) <0, VEE De(w0)
o(x) > d(zo) = ({,x—x0) >0, VEE Ded(o)
In other word, ¢ is d.-pseudolinear at xzq if

35 € 8c¢($0)7 <€a$ - J)o) =0 — gb(.]?) = ¢($0)

It should be noted that the concept of d.-pseudolinearity is introduced and is characterized in [12].
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3 Constraint Qualifications

As the first point of this section, we introduce some symbols. Motivated by [3, 8 [16], for each L C JU K and
¢ €{9,G, H}, we put
of = U Ocpe().

LeL

Throughout this article, for a fixed feasible point & € F, we define the following index sets:

J(&):={j e J|g;(z) =0},

Kg:={k e K| Hx(%) # 0, Gp(&) = 0},
Kp :={k € K| Hi(Z) =0, Gx(2) # 0},
KGH = {k c K | Hk(.’f) =0, Gk(ﬁ?) = 0}

As mentioned in the Introduction, the existence of multiplicative constraints G (x) Hx(z) = 0 creates some difficul-
ties in the analysis of problem (M P). Therefore, we are looking for classical problems that do not have multiplicative
constraints. As explained in [3], we consider the following two tightened problems for this purpose (a tightened problem
for (M P) is a multiobjective optimization problem that its feasible set is contained in F):

(MPy): min (fl(a:), ,fm(a:))
sit. gj(z) <0, jeJ,
Gk({b) =0, ke KeUKgy,
Hk((ﬂ):o, ke KyUKggy,

(MPK*) : min (f1($), afm(x))
st. g;(z) <0, Jj€J,
Gi(z) =0, ke KgUK,,
Hk(l‘):() ]{?EKHU(KGH\K*),

where K, C Kgpg is chosen arbitrarily. Considering the above problems, we introduce the following Abadie and
Guignard types CQs.

Definition 3.1. We say that (M P) satisfies the
(i): weak Abadie (resp. weak Guignard) CQ, denoted by ACQy (resp. GCQw) at Z, if
(03(@))j N (UgG’UKGH)J_ N (UgHUKGH)L CI(F, %),
( resp. (og(j))j N (UIG(GUKGH)J_ N (ogHuKGH)L C cone(D(F , %)) )
(ii): ACQg, (resp. GCQk,) at &, for some K, C Kqgp, if
(Jg(i))j N (UgGUK*)L N (U}Ij((Hu(KGH\K*))l CI(F, %),

(resp (0%06)™ N (0%oure) " 0 (ot tani) T S (D)) ).

(iii): strong Abadie (resp. strong Guignard) CQ, denoted by ACQg (resp. GCQg) at Z, if
(090)™ N (0%,) "N (k)" ST @),

( resp. (org(g%))j N (agc)J— N (UII}’H)L C cone(D(F , %)) )

We observe that the ACQw, ACQg,, and ACQg are generalizations of Abadie-type CQs, introduced in [3], to the
multiobjective cases. Also, the GCQw, GCQk,, and GCQg are the counterpart of CQs introduced in [14] [I1]] for the
nonsmooth case. It should be noted that, unlike ACQp, GCQw, ACQg, and GCQg, the ACQg, and GCQg, are
dependent on the partial Koy = K. U (Kgp \ Ki) of Kgg. Motivated by [3], we define the following CQs that are
not dependent on K,.
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Definition 3.2. We say that (M P) satisfies the ACQy (resp. GCQy) at &, if

(Ui(gz))j N U [(‘ﬁcécmm)L N (UIB(IHU(KGH\K*))L] CI'(F,2),
K.CKgn

(resp. (o%:)"n U [w%écumw<azHu<KcH\K*>>ﬂgcone<r<r,fc>> ).
K.CKgnH

The following theorem can characterize the ACQy and GCQy as a simpler form, without using K*.

Theorem 3.3. The following equality holds:

U [(aggcum)L n (o%HchH\K*))L: — (%) () ( N [@cu@) U (ach(@))LD .

K.CKgu k€eKan

Proof . “C7: Let

[ L L
ve U |0foun) 0ok omenn)']
K.CKgu -

Thus, there exists a subset K* of Kgpg such that

(UgGUK*)l N (JII?HU(KGH\K*))L = (ch)l N (Jg*)J— N (O—IPgH)L N (Ufh((GH\K*)L

() i) n(UJaa@) n( U am@)

m

14

keK* keKgu\Kx
= (%) nEE) (N ) ) (N @),
keK* keKeu\K.

where the last equality holds by (2.1). Now, if kg € Kgg is given, then kg € K* or kg € Kgg \ K.. The above

inclusion shows that
ve (09.) N (af) N (0:Gh (@), ifko € K*

OKe

ve (0f) N (0%) N (0.Hi(2)",  ifko € Kagm \ K.

Consequently,
voe ((0%.) N 08)" N 0:60@) ") U ((0%,) 0 (ef.) " N (0, @)")
= (05,)T N (08T N [0k (@) U (9:H ()]
Since ko € K¢ was arbitrary chosen, the last inclusion implies that

ye<a§§6)lm<o£H)Lm< N [(ach@))Lu(ach@))ﬂ),

keEKgH
and hence
U {(oﬁcum)%(aﬁHchH\m)ﬂg@ic)lm(afé,fﬂ( N [(ach@))Lu(ach@)H)- (3.1)
K.CKgn k€EKgH

“ D 7: Conversely, suppose that

vt ) o ) o)t @me)]) 52

keKgwu
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is given. Let

R, = {k: € Ken|ve (8CG;€(§:))L}.

Thus, Kapg \ K* - {k € Kaong | Ve (ach(f))J_}, and so

ve (N @@ )n( N (@:H@)7).

keK., k€EKGr\K.

This inclusion and (3.2]) deduce that

voe (i) @) n( N @a@))n( N (@H@)T)

kEK. k€EKgu\K.
= (%) ek (U aa@) n( U am@)
keK. keKau\K.

1 1
= (Ugcuk*) n (UgHU(KGH\X*))

U |:(O—IC§GUK*)L N (JIIgHU(KcH\K*))L}
K.CKgnu

N

Since v was chosen arbitrarily in (3.2)), the converse inclusion of (3.1)) holds, and the proof is complete. O

The following corollary shows that if the functions Gy, and Hj, are continuously differentiable, the GCQy coincides
with the MPSC-GCQ presented in [11].

Corollary 3.4. If the functions G and Hy are continuously differentiable as k € K, then

U [(U%GuK*)Lm(OII—{IHU(KGH\K*))L -
K.CKcu

{u ER" | (1, VG(2)) = 0, k € Ka: (1, VH(2)) =0, k € Kp; (v, VGi(2)) (v, VHL(2)) = 0, k € KGH}.

Proof . The result is a direct consequence of Theorem 0.Gi(2) = {VGr(2)} and 0.Hy (%) = {VHy(&)} for all
k € K. In fact

N {{VGk(i")}LU{VHk(:E)}L} - {ueR” | (1, VG (2)) =0 or (v, VHy(2)) =0, keKGH}

keKaH

{u € R" | (1, VGi(2)) (v, VH(2)) = 0, k € KGH}.

O
Note that for the checking of Abadie and Guignard types CQs, the calculation of the contingent cone of the

feasible set is required, and this task is usually tricky (especially for (M P), which has a non-convex feasible set ).
It is desirable to define some CQs in the Mangasarian-Fromovitz type, which are not only stronger than the Abadie
and Guignard types CQs, but also their checking does not require the calculation of contingent cone.
Definition 3.5. We say that (M P) satisfies the
(i): first Cottle CQ, denoted by FCCQ, at Z, if
< a L H \L

(@) N (0ke) N(ok,) #0.

(ii): second Cottle CQ, denoted by SCCQ, at &, if

L
(‘TLgf(gz,))< N (0Feuren) N (ORyuKn)
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(iii): CCQy at &, if
1

@) 0 U | 0faw) 0 o) ] 0

K.CKau
(iv): CCQg, at &, if

(U§@0)<f7(U§GUK;)i”7(UEHLKKGH\KQ)i'#:0

At first glance, the question arises why we did not choose the names “first Cottle CQ” and “second Cottle CQ”,
respectively “strong Cottle CQ” and “weak Cottle CQ”. The following theorem, which specifies the relationships
between the defined CQs, shows that if we named them like that, the implications between Cottle CQs would be the
opposite of the implications between Abadie and Guignard CQs; and this would not only cause confusion but also be
incompatible with the choice of “weak” and “strong” names.

Theorem 3.6. Let K, be an arbitrary subset of Kgg. Then, the following implications hold between the defined
CQs at Z:

5C0Q
!
ACQg CCQk,
Ve 1 \
GOQg acq, L coq,
Vo ! (3.3)
GCQ, ACQk, FCCQ
e 1
GCQk, ACQw
1 Ve
GOQyy

where the implication that is marked with () holds when the Gy functions as k € K¢ U Kgpg and the Hy, functions
as k € Ky U Kgy are O.-pseudolinear at z.

Proof . The implications ACQny = GCQp, for O € {S, W, , K.}, are true by I'(F, &) C cone(I‘(F,i)). Also, the
implications Og = [y = O, = Ow, for O € {ACQ, GCQ}, and SCCQ = CCQy, = CCQ; = FCCQ hold
by the following chain of inclusions:

(U[CéGUKGH)l N (O-EHUKGH)L < (O-fcic;UK*)L N (O'IB(IHU(KC;H\K*))l
< U |:(O-I(§GUK*)J_ n (UII?HU(KGH\K*))L
K.CKcu
C (of) N(ott,) "

We observe that the above inclusions are written by the following obvious relation, which is based on (2.2):

MCAy = of Cof, = (o) C (oh)", VALA CK, Ve (G, H}.

We are going to prove the implication CCQ, g ACQy. Put

0(z) := max g;(x), Vo € R™.
jedJ

Suppose that CCQy holds at &. So, we can choose

ve @) 0 U |0fo) 0 @Fumoni)*
K.CKan

. 1 1
Thus, there exists a K, C Kgg such that v € (Uf}(@))< N (U%GU&) N (U%HU(KGH\K*)) , and hence by 1)
(2.2), and (2.7) we obtain that

<
Ve (CO”U(Ug(i))) n (O-Icécv‘LJK'*)L N (O'flgyU(KGH\K*))L < (800(1‘0))< N (O-IC;"GUK*)l

s
N (O'EHU(KGH\K*)) :
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The last inclusion and (2.9) imply that for each ¢ > 0 one has

(&o, vy < 0, V& € 0.0(2) 0°(2;v) = max {(&9,v) | & € 0:.0(2)} <0
(€a,v) =0, Vég€of ok, = ¢ (o, d+tr—2) =0, Véc € 0% UK.
Emv) =0, Yén € 0l Lirom k) €, 2 +tv—2) =0, Ve € 01, UKo\ K-

This relation, the definition of Clarke directional derivative of 6, and J.-pseudolinearity of Gy, for k € Kg U Kgy,
and Hy, for k € Ky U Kgpg, conclude that we can find a scalar § > 0 such that

(2 +ev) <0(z) <0, Ve € (0, 9]
Gr(i +tv) = Gp(i) =0, Vke KgUK,, Vt>0

Hk(f—Ftl/):Hk(.fZ):O, Vk’EKHU(KGH\K*), vt > 0.

Therefore, for each € € (0, ] we have

0(z+ev) <0, g;(Z +ev) < (2 +ev) <O, VjeJ

Gk(i-i-&l/)zo, Vk € Kg Gi(% +ev) =0, Vk € Kg
=

Hk(.f+€l/) =, Vk € Ky Hk(CAC+€I/) =, Vk € Ky

Gr(Z+ev)=0or Hp(Z +ev) =0, Vk € Ko Gr(Z +ev)Hp(Z +ev) =0, Vk € Ko

So, & +ev € F, for all € € (0, 4], and hence v € T'(F, Z). Since v was chosen arbitrarily, we obtain that

(ﬂ(@))< N U [(‘TICéc;mm)L N (UIgHU(KGH\K*))L] CI'(F,2).
K.CKgH

This inclusion, 1} and the closedness of U {(oﬁGUK*)L N (U?HU(KGH\K*))L} and T'(F, %) conclude that
K.CKgnH

=< 1 L
@) 0 U @) 0 )
K.CKgn

1 1
)0 U |@feor) 0 b umennr) ] €
c

The proof is complete. [
The following example shows valuable contents in the analysis of Diagram (3.3]).

Example 3.7. Consider the following problem

Q) : min (21 + 3|za| , 23 + z1|22])
st. x>0,
xiry = 0.

This problem has the form of (M P) by

g1(z1,22) == —x1, Gi(w1,22) := 25, Hi(w1,32) = 70
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Considering & = 0, € F = (Ry x {0}) U ({0} x R), we have

Ken =J(2) ={1}, Kg=Kpy= 0, U%} ={(-1,0)}, 0'?1} = {02}, Ug} ={(0, 1)},

and so,
(07) " = (0,400) xR, (07)" =Ry xR, (0§))" =RxR, (off)" =Rx {0}.

Owing to

(09" N (0%,) N (08,)" = Ry xR)N(RxR) N (RxR) =Ry xRE F =T(F ),

(03(@))j N (U%G)L N (UzlgH)L =Ry x R =rcone(T'(F, %)),

we understand that ACQg fails, whereas GCQg holds at Z. So other introduced Guignard type CQs are satisfied at
Z (by (3.3))), and the inverse implication of ACQs=GCQgs does not true. Also, since

(092))" N (e§) N (of))" = (Ry xR) N (R xR) N (R x {0}) =Ry x {0} CT(F,2),

(09~ N (0Gy) N (o))" = (Ry xR) N (RxR) N (R x R) =Ry x R ¢ I(F, ),

(U§(£)>< " U [(agGUK*)L A (UgHU(KcH\K*))L] B
K.CKcm
(75) 7 0 [(%’V o)) (g 0 (oéf)l)} =R, xR I(F ),

unlike ACQgqy and ACQy, the ACQg (and so, ACQy) holds at #. According to

1

(03@))< N (‘TIGQ;UKGH)L N (0K guken) = ((0,4+00) x R) N (R x R) N (R x {0}) = (0,+00) x {0} #0,

we see that SCCQ holds at 2. This shows that, in implication CCQ y = ACQ 4, the condition of J.-pseudolinearity
of G, as k € KgU Kgyg and Hy, as k € Ky U Kgy can not be removed. It should be noted that the function
Hi(xy, 1) = 22 is not d.-pseudolinear at #. As the last point of this section, we note that establishing different CQs
for an MMPSC depends on the selection of functions Gy and Hy as k € K. For example, if we consider the problem
(Q), we can write it as (M P) where

gi(zy, @2) = —x1,  Gi(zy,32) =21, Hi(21,22) == 2122
Thus, Kgr = J(&) = {1}, Kg = Ky = 0, and
1 1
ofyy ={(1,0)}, offy ={0} = (of}})” ={0} xR, (cfi;)” =RxR.

It is easy to check that

L L

(Ug(a?))< N (UIG(GUKGH> N (UgHUKGH) = ((0’+OO) X R) N ({0} X R) N (R X R) =10,
(09a) "N (0§) " N (af}) " = ((0.400) x R) N (R x R) N (R x R) # ),
(092~ N (0y) " N (of") = ((0,+00) x R) N ({0} x R) N (R x R) = 0.

The above relations show that SCCQ and CCQyyy fail whereas CCQg (and so, CCQy and FCCQ) holds at .

4 Stationarity Conditions

At the start of this section, we recall the following definition from [2].
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Definition 4.1. A feasible point & € F is called

e the properly efficient solution to (M P) when there exist some scalars A; > 0 as i € I such that

Z)\ifi(:%) < ZAifi(x)a Ve e f.

iel el
o the weakly efficient solution to (M P) when there is no = € F satisfying f;(x) < fi(2), for all i € I.
The following lemma is proved in step one of [7, Theorem 3.4].

Lemma 4.2. Let & be a weakly efficient solution of (M P). Then

(Uaefi@) nr(s.a) =0.

iel
Moreover, if the f; functions, for ¢ € I, are continuously differentiable at z, then
{Vfi(z)|iel}" neone(T(S,2)) = 0.
The following two theorems present some first-order optimality conditions at weakly efficient solutions of (M P).

Theorem 4.3. Let & be a weakly efficient solution of (M P) such that ACQg (resp. ACQw ) holds at &. Moreover,
assume that
cone (Ui(i)) + span (UEG) + span(oII}'H),

(resp. cone(og(i)) + span(agcchH) + span(aﬁHchH))

is a closed set. Then, there exist some nonnegative scalars a; > 0 as ¢ € I and 8; > 0 as j € J(&), as well as
nonnegative coefficients 7y, fix, 7 and fg as k € K, satisfying

il jeI(@) keK
(4.1)
el
and
ﬁk:ﬁk:() for ke Ky U Kggy, ﬂk:ﬂk:O for ke KgUKgy. (42)
(Tesp. =ik =0 forke Ky,  fix=fip=0 forkeKG>. (4.3)

Proof . We prove the theorem for case ACQg. Because the proof of case ACQyy is similar, we will not repeat it. Let

%::U(?cfi(i) and CD::ag(j)UUgGU(—agc)uagHU(—agH),
iel

We claim that

conv(B) N ( — cone(D)) # 0. (4.4)
Suppose, on the contrary, that does not hold. Since
—cone(D) = — [cone(oﬂ(i)) + span(cr;céc) + span(agH)}, (4.5)

—cone (@) is a closed convex cone (by assumption), and since conv (%) is a non-empty convex set, the well-known
strongly separation theorem [I5, Corollary 1.4.1] implies that there exists a vector v € R™ such that

(v,2) <0,  Vz € conv(B) .
= VE conv(‘B)< N cone(@)_ =B=ND7,
(vw) >0, Yw € —cone(D)
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where the last equality holds by 1) This inclusion, the fact that D= = (cfﬁ(i))j N (O’IC(;-G)J_ N (U%H)L, and ACQg
assumption at £ imply v € B~ NT(F, ), which contradicts Lemma This contradiction shows that the claimed
(4.4) holds, and hence

0, € conv(B) + cone(D) = conv(B) + cone(ag(i)) + span(ogc) + span(ojl ),
by . From this inclusion and —7 we get
On €Y 0idefi(@) + > Bidegi (@) + Y [ideGr(@) — deCr(@)] + > [in0cHi (&) — findeHy (1)),

iel JEI (&) keKa kEK i

Zai = 1,
iel
(4.6)
for some nonnegative scalars o; as i € I, 5 as j € J(&), 7, and 7y as k € K¢, and ji, and fiy as k € Ky. Putting
e =7mr =0as ke KgpUKgg and i = i =0 as k € Kg U Kgpy, we conclude and , and the proof is
complete. [J

Theorem 4.4. Let & be a weakly efficient solution of (M P) such that ACQ4 or ACQk,, for some K, C Kqgy, holds
at &. Moreover, assume that the following cone is closed:

cone(af}(i)) + Span(UgGuK*) + span(OII;IHU(KGH\K*))'

Then, there exist some nonnegative scalars o; > 0 as ¢ € I and 8; > 0 as j € J(Z), as well as nonnegative
coefficients 7, fir, 7x and fix as k € K, satisfying (4.1) and

My =10 =0 for ke Ky, fr=pr=0 forkeKg, gfix="mrir="Titr="cfr =0 fork e Kgg. (4.7)

Proof . According to Theorem [3.6] it is enough to prove the theorem only for the case that ACQy, holds. Suppose
that ACQg, is satisfied at Z. Repeating the proof of inclusion (4.6), we obtain that

00 €Y ilefi(@)+ Y Bidegs(@)+ D [MOCu(@) —0Cu(@)]+ Y [in0cHi(2) — fin0cHi ()],
)

iel jeJ(@ kEKGUK, keKpU(Kau\K.)

for some nonnegative scalars o; as @ € I, 3 as j € J(&), m, and 7, as k € Kg U K., and fiy and [ as k €
KgU(Keu \K.). Put iy, =7, = 0as k € Ky U (Kgg \ K.) and fi, = iy, = 0 as k € Kg U K,. Thus,
holds, furthermore considering K¢y = K. U (Kgg \ K. ), we conclude that for each k € Kgp one has 7, = 7, = 0 or
bk = iy, = 0. So, Nrfix = Nrfik = Nkt = Nrfr = 0 for all k € Kgg, and the result is proved. O

It is worth mentioning that when m = 1, conditions & were named the strong stationarity condition
for (MP) in [3]. Thus, we call them the strong stationarity condition (SSC, in short). Also, motivated by [3], the
conditions & and & are respectively named the weak stationarity condition (WSC) and the
Mordukhovich stationarity condition (MSC). It is clear that the following implications hold at the weakly efficient
solution & for (M P):

SSC = MSC = WSC.

Remark 4.5. As mentioned in [3], the restrictive assumption in Theorems and [4.4]is the closedness of correspond-
ing considered cones. Let us mention some critical conditions that ensure the closedness of these cones.

i): If g;, Gk, and Hj, are continuously differentiable as j € J(&) and k € K, their Clarke subdifferentials contain
j
single element, and so, the closedness condition of these cones automatically holds by Theorem i).

(ii): Whenever all appearing functions g;, Gx, Hi : R — R are piecewise affine, their Clarke subdifferentials are (unions
of) points and polyhedrons, and hence, the considered cones are finitely generated and naturally closed.

(iii): According to the compactness of Clarke subdifferential, and using Theorem [2.1fii), for each case, we can find a
condition that implies the closedness of the considered cone.

The following example shows we can not replace the ACQg with GCQg in Theorem
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Example 4.6. Consider the following problem

(@) : min  — gy + |z — 29
s.t. x1 >0,
2 > 0,
xr1x9 = 0.

We can formalize this problem as (M P) with the following data:
g1(@1,22) = =21,  ga(1,22) == —22, Gi(z1,22) =21, Hi(z1,22) = 2.

We observe that F = ({0} x Ry) U (Ry x {0}) and & := 03 is an optimal solution of problem (Q;). It is easy to
see that

J(#@)={1,2}, Kgy={1}, Kg=Kpgy=10, ‘7?1,2} ={(-1,0),(0,—1)}, O'{Gl} ={(1,0)}, aﬁ} ={(0,1)},
and so,
g = G\t H L
(0f12y)” =Ry xRy, (ofyy)” ={0} xR, (o73;)” =R x{0}.
Since

(ag(@)f NE%.) NEE)" =Ry xRN ({0} xR) N (R x {0}) =Ry xRy ¢ F =T(F,&),

(Uz(i-))j N (Ugg)l N (U%H)L =Ry xRy =vcone(I'(F, %)),

the ACQg fails, whereas GCQg holds at Z. Note that cone(ag(@) + span(alcéc) + span(a%H) = R} x R4, which is
closed. Since

2eh1(®) = {(p,-1-p) | pe [-1,1]},
it is easy to check that the below SSC does not hold for any non-negative scalars ay, 81, 82,71, 71, 11 and fi1:

02 = al(pa -1 - p) +61(_1a0) +/82(07 _1) +771(170) - ’171(1,0) +p‘1(071) - /11(0, 1)7
pe[-L1, ar=1 i =i1=fu=/f =0

In fact, since 81(—1,0) + B2(0,—1) = (=51, —B2) has two non-negative components and (p, —1 — p) has at least
one negative component for p € [—1, 1], their sum can not be equal to zero.

The following Theorem shows that Theorems and have a simpler forms for smooth (M P), under Guignard
type-CQs. As mentioned in Remark [£.5] in this case, the assumption of the closedness of cones will automatically be
true. Note that when m = 1, the following theorem coincides with SSC, WSC, and MSC, presented in [I1].

Theorem 4.7. Assume that & is a weakly efficient solution for smooth (M P), and GCQw or GCQy or GCQx, or
GCQg holds. Then, there exist some nonnegative scalars «; and §; for (¢,7) € I x J(&), as well as real coefficients ny
and py, for k € K, satisfying

S 0Th + T 8T 3 [0 s e

i€l jeJ(&) kEK
Zai =1.
icl
Moreover, if GCQyy holds, we have
n, =0 for ke Ky, ur =0 for k € K¢,
and if GCQy or GCQg, holds, we have
n, =0 for k € Ky, ur =0 for k € Kg, nepr =0 for k € Kagp,
and if GCQg holds, we have
=0 for ke KyUKgy, pr =0 for ke KgUKgg-
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Proof . 1t is enough to prove the theorem only for the case that GCQy holds. The proof in other cases is similar.
Owing to O.p(Z) = {ch } for ¢ € {fl,g],Gk,Hk | (i,4,k) € I x J(&) x K} and according to Theorem i), we
understand that the closedness condition in Theorem [4.4]is true. Thus, using Lemma we can repeat the proof of
Theorem [4.3] and get

On €Y ai{VH@}+ Y Bi{Vgi@)}+ > [ﬁk{VGk(ff)} — i {VGR(@)} + i { VH(2)} - ﬂk{ka(i')}}v
i€l jed(#) kEK
for some nonnegative coefficients o, 85, Nk, Tk, fix and fiy, satistying in (4.7). Hence,
Za,sz Z B;Vg;(#) + Z {(ﬁk — k) VGR(Z) + (i, — llk)VHk(i‘)} =0,.
i€l JjEJ(Z) keK
Taking ng := 7 — x € R and pyg := iy, — fix € R for all k € K, by (4.7)) we have
ne =0 for ke Ky, pr=0 forke Kg, nppr = Nfle — Trfle — Nrite + rfiy =0 for k € Kam,
and the proof is complete. [

It is worth mentioning that, in SSC, MSC, and WSC, we obtain nonnegative multipliers «; as ¢ € I associated
with objective function f; for ¢ € I, some of the multipliers may be equal to zero.We say that strict SSC (resp. strict
MSC, and strict WSC), denoted by S-SSC (resp. S-MSC, and S-WSC), holds for (M P), when the multipliers «; are
positive for all components f; of the objective function in SSC (resp. MSC, and WSC). As a consequence of Theorems
and the following theorem is to derive the S-SSC, S-MSC, and S-WSC at the properly efficient solutions of
(MP).

Theorem 4.8. Let & be a properly efficient solution of (M P) such that ACQS (resp. ACQy4, and ACQyu) holds at
Z. If assume the corresponding cones, considered in Theorems 4.3 and [4.4] is closed, then S-SSC (resp. S-MSC, and
S-WSC) is satisfied, i.e., the corresponding results of Theorems 4.3| and |4.4] hold with o; > 0 for all i € [.

Proof . We only prove S-SSC under satisfying ACQg, and the proof for the other cases is similar. Since Z is a
properly efficient solution of (M P), we can find some scalars A; > 0 as i € I such that

i€l il
This means & is an optimal solution of the following single-objective MPSC

mind(z) st. x€F,

in which ¥(z (Z Ai fz) . Employing Theorem there exist some nonnegative scalars B3, Mk, ik, fix, and fiy,
as (4,k) € J(Z) x Kleslatisfying and
00 € 00(@) + D Bi0eg; (@) + ) [1k0:Cr(E) — Tk0Gr(#) + e Hy (&) — firdeHy(2)] .
jeJ(&) keK
Since 0.9(&) C Z XiOcfi(2) by , the above inclusion implies that
iel

On € D N0fi(®) + Y Bi0eg; (&) + Y [M0:Gr(E) — iik0eGr(E) + findHy (&) — firdeHi ()],

iel JjEJ(Z) keK
for A; > 0 as ¢ € I, and the result is proved. OJ
Repeating the proof of Theorem and using Theorem [4.7] we receive the following theorem.

Theorem 4.9. Let & be a properly efficient solution of smooth (M P) such that GCQg (resp. GCQg, and GCQw )
holds at z. If assuming the corresponding cones, considered in Theorem is closed, then S-SSC (resp. S-MSC, and
S-WSC) is satisfied.

Finally, we note that as shown in [II], any mathematical problems with vanishing constraints (MPVC, in brief)
can be rewritten in the form of a MPSC. This issue concludes that the results obtained in this article are not only
the generalization of the results of articles [I11 [3, [4], but also the extension and rewriting of the results established in
[8, 13, [16] and their references.
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