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Abstract

This paper proposes an observation-driven finite mixture model for clustering high-dimension data. A simple algorithm
using static hidden variables statically clusters the data into separate model components. The model accommodates
normal and skew-normal distributed mixtures with time-varying component means, covariance matrices and skewness
coefficient. These parameters are estimated using the EM algorithm and updated with the Generalized Autoregressive
Scale (GAS) approach. Our proposed model is preferably clustered using a skew-normal distribution rather than a
normal distribution when dealing with real data that may be skewed and asymmetrical. Finally, our proposed model
will be evaluated using a simulation study and the results will be discussed using a real data set.
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1 Introduction

Recently, much research has been done in the field of clustering using finite mixture models. Finite mixture models
are linear combinations of components, and each of the components has its specific characteristics. Mixture models
are a common method in clustering heterogeneous statistical populations.

Methodologically, our paper falls in the category of time-series data clustering. This clustering class consists of 4
parts; static and dynamic clustering methods for time series with both types of static and dynamic parameters.

The static clustering of time series, i.e. each time series during the clustering process belongs to only one cluster
with the highest probability. The parameters of each cluster can be either constant (static) or time-varying (dynamic),
Peel and McLachlan [2I]. Wang et al. [24] apply static time series clustering with static parameters. Fruehwirth-
Schnatter and Kaufmann [I2] is an example of static clustering with both static and dynamic parameters. They cluster
the time series into different groups of regression models with static parameters and then extended the model to static
clusters in groups of different hidden Markov models (HMMs).

In contrast, in dynamic clustering, clusters can change the position of their cluster overtime to another cluster,
depending on the sample being added, the parameters of each cluster can be either static or dynamic. Creal et.al [§]
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proposed dynamic clustering with static parameters, and finally Catania [6] applied dynamic clustering with dynamic
parameters.

Punzo and Maruotti [22] have introduced robust Dynamic Clustering Using Gaussian Hidden-Markov Model for
Multivariate longitudinal Data in the presence of noise and outliers. Maruotti et al. (2019) [19] suggested Hidden
Markov and semi-Hidden Markov models with multivariate Leptokurtic normal components. these models are suitable
for dynamical time series clustering of data that have noise or outliers.

The mixture normal model is one of the most common clustering methods. Unfortunately, this model tends to
over-fit the data. To overcome this weakness, Lin et al. [16] introduced a skew-normal mixture model.

In this paper, an observation-driven approach to the analysis of high-dimensional data using mixture models is
presented. This framework includes static hidden variables for data clustering as separate clusters in mixture models,
in which each component has dynamic parameters that allow data to be more reliably divided into almost homogeneous
groups.

The proposed method of this article is in the static clustering class with dynamic parameters using the score-driven
approach introduced by Creal et al. [7]. Here, we compare the performance of the multivariate normal mixture (MNM)
to the multivariate skew normal mixture (MSNM) when dealing with real data that may not be normal and may be
skewed. We show that the MSNM model performs is better.

In the proposed model, all dynamic parameters are estimated by using maximum-likelihood method based on the
EM-algorithm and updated with the Generalized Autoregressive score-driven Approach (GAS) (Creal at.al [7] and
Harvey [14].

Our simulation studies show that if the time-dependent mean of clusters is far apart, or if the mean distances
are such that clusters overlap, the clustering performance of our model is acceptable in both cases. This accuracy
in clustering is not affected by the type of simulation data (symmetric or asymmetric) and the performance of the
MSNM model is good for any type of data. This proposed algorithm also categorizes well the road traffic data for the
province of Ilam in Iran.

Therefore, our innovation in this paper is clustering using a new class of multivariate skew-normal distributions, in
which model parameters are estimated by the EM algorithm and updated with the Generalized Autoregressive score-
driven Approach.

This article is organized in 6 sections. In Section 2 we introduce the multivariate skew-normal mixture model and
estimate parameters using EM algorithm. Section 3 explains the GAS model of updating parameters through the
Score-Driven approach. In Section 4 we discuss the advantages of our proposed method using a simulation study.
Section 5 provides an empirical example for clustering the roads in Ilam Province, Iran. In Section 6, the results of
the proposed model are discussed. Note that in this article, all calculations are performed with the R program.

2 Basic model
2.1 Finite mixture model

Let x;; € RP*! be a vector of multivariate panel data from firms ¢ = 1,2,..., N for time t = 1,2,...,T with P
observed characteristics. We model x;; of jth component mixture by:

J

Tt :Zzij~vi]‘t t= 1,2,...,T, (21)
j=1

where v;jr ~ fi(-[1e, Bje, Aj¢) is multivariate skew-normal distribution, g, 3;; are mean and covariance matrix
respectively and A j; is represent skewness parameter of mixture component j =1,...,J at time ¢. z;; are unobserved
indicators for the mixture component of firm 4, z;; = 1 if firm ¢ is in mixture component j and z;; = 0 otherwise. We
define z; = (21, zi2, . - ., 2i7) as:

Zil 1 0 0
Zi2 0 1 0

zZ; = S N ’ ’ ’
ZiJ 0 0 1

We assume z; has a multinomial distribution with w; = p(z;; = 1) € [0, 1] and Z}le w; = 1. To write the likelihood
of model in (1), the observations in time t, X;; = (71, %2, ..., zi) € RT*P t+ = 1,2 .. T. There are two types of
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parameters, i.e. static and dynamic parameters. The dynamic parameters are represented by p;, , ¥;t and Aj; for
all time ¢t. While any other parameter is incorporated into the vector 8;(®) where © gathers all static parameters of
the model; for example w;(©) represents functions of ® and for simplicity we use the short-hand notation w; and use
0; instead of w;(®) and 0;(0).

First of all, let us remind that in the mixture model in the clustering characteristic z; is described using time-
invariant cluster indicators rather than using time-varying indicators to describe z;;. That means, in our clustering
approach, the selection of clusters does not depend on time. In our empirical example we use the time-invariant cluster
indicator, because the road safety strategy developed by the Road Maintenance and Transportation Organization
(RMTO) is unlikely to change their model over a limited period of time such as ours.

2.2 EM estimation

Using the above definition, the likelihood function is given by:

H( o1 (Xi230) ). (2.2)

N J
log(L(®)) =Y "log » w; f;(Xir;6;), (2.3)
=1 =1
where
T
fi(Xir; 0 H Xit| Xit-1:051), (2.4)

and f;(X | Xi—1;0;¢) represents the conditional multivariate skew normal distribution matrix with X = p+ A9 +
U where ¥ and U are independently distributed as HN(0,I,) and N,(0,X) respectively, A is represent skewness
parameter. given the past data and given the parameters for time ¢ as collected in 6;; (see [I8]). In the following
denote:

E(@ulai, zi; =1) =ny,  and B9y, |@iy, zij = 1) = ;. (2.5)

To write the likelihood function, we define the complete data for firm ¢ as: (X;7; %1, 2;). If 2z; is known, the
complete data likelihood function is:

N J
log(L Z Z zijllogw; + log f;(Xir; 6;)]. (2.6)

i=1 j=1

Since z; is hidden,(2.6) cannot be maximized directly [II]. Instead we maximize the conditional expectation
function (2.6) and estimate the parameters using the EM algorithm. We maximize with respect to © the condi-
tional expectation function over z; given the observed data X¢ = (X1 p,..., X n 1) and some initial or previously

determined parameter value k-1,

Q(©,0" ) = Ellog L.(©)| X 7; 0"+~ V)]

N J
- E[Z Z zi[logw; + log f;( X i7: 0;)]| X 7; @)
i=1 =1
N J
=D Play = 1X7:0% V]loguw; + log f;(Xi7:6;)]. (2.7)
i=1 j=1

Since we defined a multivariate skew normal distribution, its density function for random vector X is:
F(X, 1,2, A) = 276, (X |, )@, (ATQTH (X — p)|A). (2.8)

X is a p-dimensional skew normal distribution with a p x 1 location vector p, a p X p positive definite covariance matrix
3, and a p x p skewness matrix A and with @ = ¥+ AAT and A = (I, + ATEIA) = I,- ATQA. Moreover, I,is
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a p X p identity matrix, ¢,(.|p, o) and @,(.|X) denotes the probability density function of N,(u,3) and cumulative
density function of N,(0,33), respectively. This density function is distributed as SN, (u, 3, A).

N J T

1 1 _
F X9, 2) = [[ ] H(\/TTt eXp{i(Xit — e — Aje0) T2
J

i=1j=1t=1

(Xt — pjp — Nje9in) } H H exp{ ﬁltﬁlt})zw

1=17=1
N J
. H H z” (2.9)

Thus, here the complete data is (X, Y¢, 2;) and from (2.6), the complete-data log-likelihood function of @ is
given by:

N J
1 1 _
log L.(©) = Z Zzij{logwj —3 log | %] — §(Xit — pj — Ajp9i) T2
i=1 j=1
1
(Xit — [th — Ajtﬂit) - 5’!9;1;’!9”} (210)
Formally, the Expectation-step of the EM algorithm requires Q-function.

3 Expectation-step

The conditional component indicator probability is updated using:

(k 1f( i O(k 1))
Plzij =1|X7,0% Y] = B(z;| X7, 0% D) = A — 70 (3.1)

zhzlw“ Y fh(meﬁf’”) K

and we have to compute:
E(zi5, 94| X7,0%V) = E(z;5| X1, 0" V) B9 | X 7, 07)
RO
#nl (3:2)
E(zi5, 993 | X7, @~ 1)) E(z5| X1, 0" V) B9 X1, 0% Y)
(k) 5. (K)
=7

ij Wijto

where nz(;ct) , 1#1(;1) are nfft) and ’Q/J”t in([2.5)) respectively. The Q-function can be written:

N J T

A 1
Q0,07 Y) = Bllog L.(©)| X 7; 0"~V = 3 7% > ;7 ”{mgijloglEﬁl

i=1 j=1t=1

1 L (k=1 - (k-1
- 5(:% — e — A ng_]t )) thl(wz‘t = Mt — A‘Jtngjt ))}

1 _ ~ (k*l) A (k—1) T
5t (thlAjt(¢ijt - ngjt l)nijt(k Y )AJTt}> } (3.4)

(k)

We again note that the Ti(f) does not depend on time. Once 7,;” is updated, we move to the Maximizing-step.

4 Maximizing-step

In this step we optimize the Q function for time t=T as fallows:

o) ~(k—1)
“j - N Z (4.1)
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N N N
(K k1) A(k 1 k—1) (k—1) (k-1
= (A e - AT A ) S (12)
i=1 i=1 i=1
Fix pjp = ﬂ;ITO and compute:
) (R (e " T\ [ (h1) o =D ) T
Ajr = (Zﬁ%‘ N@ir — 1), )(Z)m&; "biir ) : (4.3)
i=1 i=1
Fix pp = ﬂgIT() and Ajr = A;? and compute:
(K) 1 ol (k) (k)
e (k-1 . (k 2 (k) (k-1 . (K 2
EjT = 721\; %(k 1){ 7'(; )( “ET) Aanng ))(wiT - NST) - AjT
=1 "1j =1
N (k 1) T T
. (k-1 A(k=1) /7 . (k—1) . _ A
nE]T) (ZTz(_] ) TIE]T )an(k 1 ))A]T(K) } (44)

=1

[

5 Score-driven model

As explained before, we use the static clustering with dynamic parameters p;,, 3;; and Aj;. In this section, we
formulate score-driven parameter dynamics for p;, , 3;: and Ajq.

5.1 Time-varying mean

Now we introduce a score-driven approach proposed by Creal et al. [7] to explain the updating mechanism for
parameter dynamics of pj¢ .

Bjryr = By + alSCu]y (5.1)
where SCHjt represents the scaled first derivative of the expected likelihood functions with respect to p,,, and
a1 = a1(0) is a diagonal matrix that depends on the unknown parameter vector (@). The scale is given by:

Vi, = <ZZT” log ¢( ztaujt’2j7Aj))

”Jt =1 j5=1

1 .
(ZZ ) {10g w;) log 5] = 5 (@ — 1 — A"

=1 j=1

_ . (k 1 _ - (k) (k). T
X Ej l(mit — K — Aﬂ?gﬁ)) - 5” <Ej lAj(’/’z']t nﬁjgmgt(k) )AJT>}

N
- k
Vi =% ' E :Tz(j )(wit = By — Aymyje). (5.2)

To score our scale, we compute the inverse of an expected negative Hessian under mixture component j to obtain

1
. — Ok Our scale score is in form:
DIV DA Tij
N
1 Tii\ Lt — . 7A‘ i
SC,, = i1 Tii ( tN M in jt)' (5.3)
Dim1Tij
The updating mechanism is:
N
Hjir1 = My +on > im Tij(Tit it 37 jt). (5.4)

N
> et Tij

Now we can estimate, using EM algorithm, all static parameters by starting from an initial ©*~1) and x*~1 then
computing p*~Y ¢t =2, ... T by recursion (5.4).
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5.2 Time-varying covariance matrices
This section derives the scaled score updates for time-varying component covariance matrices. We have
Ejt+1 = Ejt + onSngt. (55)

where SCy, is again defined as the scaled fist derivative of the expected likelihood function with respect to 3;;, and
ag = az(0). Following the equation (3.4) the scale is given by:

Vs,, = (ZZTU log &( zta/»l’jtvxjhAj))

i=1 j=1

k 1 k
TR

=1 j=1

- NG 1 _ ~ (k) (k T
ijtl(wzt Ky — Ajngjt))_étr(zjtl‘/&j('lpijt ng]t)nzgt(k) )AJT)}

Il
N =
=
S
S
™M

j_tl ((wn — MKt — Ajmjt)(wit — MKt — Ajnijt)T - Ejt) 2;51- (5.6)
Taking the total differential of , and then taking expectations, we obtain:

k -
E{ZZ ) ( Newi — e = Ajnyje) (®ir — pj — Ajnijt)TEjtl
=1 j=1

+ Eftl(wit - My — Ajmjt)(wu - My — Ajnijt)Td 3+ dz}f)}

1 N N (
= », =- ) dX; . .
=3 2 d Z oy (35 d 35 (5.7)
1
we obtain —3 va 1 13 (23,5 ® i) tvec(dEji), (where the operator Q) denotes the Kronecker product). After

finding the negative inverse of this equation, we can compute the scaled score:

N
1
vec(SCx,,) = (5 Tj(f) ]t®2ﬂ -vec(Vs,,)

<2 ;
i=1
N
k) —
= (Z T](t)) Yvec(28; Vs, Bj1) &
i=1
N (k) e — Aim. g —Am. )T S
Zz 175 (CC“ Mt Jnijt)(xlt Mt ]T’zjt) ]t)
SCs., = (5.8)
gt N (k)
dim Tij
Then we can update the Ejt(k) using (5.8)).
5.3 Time-varying skewness matrices
As explained above, the scaled score updates for time-varying skewness matrix is given by:
Aj t+1 = Aj t + OégSCAj £ (59)

where SCj ;, is the same scale as for the previous covariance matrices and mean. By repeating the calculations above,
the scale is given by:

N _(k
dim1 Ti(j )(wit — K — Ajtnijt)nijt
N (k) ’
Zz 1 zg n?jt
Then we can update the parameter using (5.10)). Next in the Maximizing-step (3.4) is maximized with respect o,

as and ag. Following this process, we compute Ti(f).

convergence to zero is reached.

SCa,, = (5.10)

The Expectation-step and Maximizing-step are iterated until
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6 Simulation

In order to evaluate the performance of our proposed mixture model, we ran simulations for different types of data.
This section explains the advantage of our method over clustering multivariate time series.

Simulation data around mean Simulation data by cluster
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Figure 1: Simulation data in 2 types: Skew normal simulations overlapping dat and Skew normal simulations

non-overlapping data

We simulate data from a mixture of two dynamic bivariate skew normal densities. These densities contain mean
functions in the form of sinusoid and i.i.d disturbance from bivariate normal and skew normal distribution. The
covariance matrices are constant identity matrices, and in the case of the skew normal distribution the skewness
coefficient are chosen to be time-invariant identity matrices (see [1).

We chose a sample size of N = 100. The number of clusters is fixed at J = 2 while the number of time points
considered is T = 20. We generate the data from two components around the mean that move over time. The
simulation is carried out in two positions which move in overlapping and non-overlapping circles over time. In this
way, we have four types of simulation data as shown in Table [l] and Figure
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Table 1: Type of simulation data

Simulation | Radius | Distance
] Normal 2 2
Overlapping data o o= o 2
] Normal 2 8
Non-overlapping data Skew normal 2 8

Since real data may not be normal and may be skewed, we use both normal and skew-normal distributions in
data simulation and compare the performance of multivariate normal mixture (MNM) and multivariate skew-normal
mixture (MSNM) models in the presence of both data types. The data are correctly classified by the MSNM model
in both types of simulation. However, if the data are generated as skew-normal, the MNM model clusters the data
incorrectly as show in Table 2 (S stands for Static, D stands for Dynamic and C stands for cluster).

Table 2: percentage of classification for each cluster

Multivariate Normal mixture model

Overlapping data Non-overlapping data

simulation M| X %C1 | %C2 %C1 ] %C2
g g correct specification correct specification

50% [ 50% 50% [ 50%
g D correct specification correct specification

50% [ 50% 50% [ 50%

Normal : : - .
D S correct specification correct specification

50% [ 50% 50% [ 50%
DD correct specification correct specification

50% { 50% 50% { 50%
g g correct specification correct specification

65% [ 35% 51% [ 49%
g D correct specification correct specification

65% [ 35% 51% [ 49%

Skew Normal : : - .
D g correct specification correct specification

65% [ 35% 51% [ 49%
DD correct specification correct specification

65% { 35% 51% { 19%

Since our model does time series clustering statically and only the parameters of each cluster depend on time,

for a better investigation, we showed all the possible states of the parameters in Table 2. That is, the multivariate
skew normal mixture (MSNM) model, which has 3 parameters of mean, variance and skewness coefficient, includes 8
different modes that the parameters can be static or dynamic. In the multivariate normal mixture (MNM) model, we
have 2 parameters of mean and variance, which includes 4 different states of static and dynamic parameters. As it’s
showed in Table 2, in the MSNM model, clustering has a better performance than the MNM model, and by changing
the parameters to static or dynamic, the performance of the MSNM model is still better than the MNM model. In this
model, the clustering of data simulated with the normal distribution is completely correct and the clustering of data
simulated with the skew normal distribution has a very low error. However in the MNM model, although clustering
of normal simulated data is error-free, it is very error-prone compared to skew-normal data and is not reliable at all.
This shows that the MSNM model that is proposed performs better than the MNM model in dealing with data that
is skewed or asymmetric.

The box plot in figure 2] shows the classification error. Figure [2] demonstrates that clustering error of our model is
smaller than that of the MNM model when dealing with skewed or asymmetric data.

6.1 Estimation parameters

We use ML estimation by updating score function for our proposed model in a set of independent random samples
T1,%2,...,%,. The ML are obtained as:

© = argmax,l (0] X). (6.1)
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Multivariate Skew normal mixture model

Overlapping data Non-overlapping data
simulation MI]IXSTA %C1 | %C2 %C1 ] %C2

g s | s correct specification correct specification
50% [ 50% 50% [ 50%

q Dl s correct specification correct specification
50% [ 50% 50% [ 50%

D g g correct specification correct specification
50% [ 50% 50% [ 50%

S S D correct specification correct specification
Normal 50% [ - 50% 50% [ - 50%

D D g correct specification correct specification
50% | 50% 50% | 50%

D s | D correct specification correct specification
50% | 50% 50% | 50%

g DD correct specification correct specification
50% | 50% 50% | 50%

D IbplD correct specification correct specification
50% [ 50% 50% [ 50%

S S g correct specification correct specification
50.009% | 49.991% 50% | 50%

g Dl s correct specification correct specification
50.009% | 49.991% 50% | 50%

D g g correct specification correct specification
50.009% | 49.991% 50% | 50%

g s | D correct specification correct specification
Skew Normal 50.009% | 4.19.99'1% 50% | . 50%

DlDls correct specification correct specification
50.009% [ 49.991% 50% | 50%

D s | D correct specification correct specification
50.009% [ 49.991% 50% [ 50%

g plD correct specification correct specification
50.009% [ 49.991% 50% [ 50%

D plD correct specification correct specification
50.009% [ 49.991% 50% ] 50%

35

We adopt the EM algorithm to determine ©.The ML estimation convees after a number of iterations. The EM

algorithm is iterated until |L®(k) — L®(k_1)| converges to zero. Figure

parameters.

7 Empirical example

illustrates the convergence of estimated

Traffic data often contains hidden relationships which can be a certain cause of various types of traffic accidents.
Safety can be enhanced on roads by revealing these hidden relationships through data analysis and clustering the

roads accordingly.

In this section, we examine clustering models for 18 roads located in Ilam Province, Iran. The data collected for
these roads cover the time period 2017-2018. This implies T = 20 for weekly reports. We assume that differences in

road’s models can be characterized along 3 components which is shown in Figure 4] and Table 3. We selected a set of

6 indicators for these 3 categories. These indicators include:

1-Traffic rate for light vehicles.
2-Traffic rate for heavy vehicles.
3-Average Speed rate.

4-Tllegal overtaking rate.
5-Speed limit violation.

6-Safe distance rule violation.
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Figure 2: Box plot showing clustering error for two types of data: skew normal simulations for overlapping data I@l
and @ skew normal simulations for non-overlapping data and @
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Figure 3: convergence of parameters estimation by using EM algorithm

7.1 Model selection

In this section, we decide about the number of clusters by using the following famous criteria: AIC, BIC, DBI and
SI. As our framework is likelihood-based, we can apply standard information criteria such as AICc and BIC for model
selection [I5] and [4].

The Davies-Bouldin index (DBI, see [9]) also utilizes the Mahalanobis distance. The silhouette index (SI, see [10])
measures how well each observation fits into its respective cluster. The purpose of an internal criteria index is to
evaluate the structure of clusters by clustering algorithm.
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23
|

data
0 1
i

2
|

Figure 4: Real data of Ilam province roads for two individual indicators

Table 3: Information criteria

Index DBI SI AIC BIC

j=2 0.5870 | 0.7476 | 85.51 | 1220.99
j=3 | 0.6962 | 0.7029 | 17.51 | 183.66
j=4 | 0.7183 | 0.6701 | 22.49 | 244.79
j=b 0.6723 | 0.6366 | 26.49 | 305.81

As stated above, the purpose of clustering is to create groups with the highest internal resemblance (DBI, SI) and
the least similarity between the categories (AIC, BIC). As a result, in the clustering internal evaluation approach, the
combination of distance or similarity functions for clusters is used. The results are presented in Table 3.

Finally the category of road was:

[Groupl] [Group2] [Group3]

[road1] 0 0 1
[road?2] 0 0 1
[road3] 1 0 0
[road4] 1 0 0
[road5] 1 0 0
[road6] 1 0 0
[roadT7] 1 0 0
[roads8] 1 0 0
[road9] 0 1 0
[road10] 0 1 0
[roadll] 1 0 0
[roadl2] 1 0 0
[road13] 0 0 1
[road14] O 0 1
[roadl5] 0 0 1
[roadl6] 1 0 0
[roadl7] 0 0 1
[roadl8] 0 0 1
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As seen in Figure [5] following real data clustering, the box plot showed a smaller error for our proposed model.

clustering error for road data

[
L=

T .
chesiar] chiad e T

probaiality of 856 gring data o e cluster

Figure 5: Box plot showing clustering error for Real data of Ilam province roads

8 Conclusion

Our proposed finite mixture model by using multivariate skew-normal distribution and score-driven approach is
a novel method for static clustering time series by dynamic parameters. The results show that when dealing with
real data that may not be normal and maybe skewed or asymmetric, the multivariate skew-normal mixture model
(MSNM) produces better clustering results. We also show that our proposed model performance is acceptable in both
types of the simulation that may be data overlapped or non-overlapped rather than a multivariate normal mixture
model (MNM). We have proved our assertion through a simulation study and an empirical example provided in the
study of a sample of roads taken for this purpose.
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