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Abstract

In this paper, we introduce an effective multistep collocation method for solving delay differential equations (DDEs)
with constant delays. We determine the convergence properties of the proposed method for delay differential equations
with solutions in appropriate Sobolev spaces and show that the proposed scheme enjoys spectral accuracy. Numerical
results show that the proposed method can be implemented efficiently and accurately for various DDE model problems.
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1 Introduction

Delay differential equations (DDEs) are those differential equations in which the derivatives of functions are de-
pendent on the values of the functions and possibly their derivatives at previous times. Various realistic and practical
phenomena occurring can be modeled in applied mathematics by DDEs. In the modeling of many problems, for
instance, in population dynamics and infectious diseases commonly spread, DDEs are useful tools [9, 13, 25, 11, 23].
In addition, the delays are useful instruments regarding expected times, incubation periods, and transport delays. In
this manuscript, we consider the following model DDEs:

d

dt
U(t) = f

(
U(t), U(t− τ),

d

dt
U(t− τ), t

)
, 0 ⩽ t ⩽ T,

U(t) = ϕ(t), −τ ⩽ t ⩽ 0,
d

dt
U(t) =

d

dt
ϕ(t), −τ ⩽ t < 0,

(1.1)

in which f and ϕ are functions with some certain properties, τ is a positive constant delay or lag, and T is a positive
constant. For the discussion about the existence and uniqueness of the solutions of the model (1.1), we refer the
reader to [12, 16, 20]. If the model (1.1) contains the derivative delay term, we call it explicit neutral delay differential
equation (NDDE); otherwise, it will be called retarded delay differential equation (RDDE).

In the study of population dynamics, the model problem (1.1) can be utilized, for example, from the balance
laws of age-structured population dynamics, assuming that birth and death rates, as functions of age, are piecewise
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constant. Besides, this modeling process is applicable in the study of population dynamics of isolated populations
[4], the interplay of predators and prey [30], and tumor modeling [5]. For easy, but without any loss of generality
concerning the issues we consider, we take here the same time delay in U and d

dtU . It should be noticed that the set of
breaking points of the model problem (1.1) is equal to {kτ}∞k=0; if we have a single delay. However, the evaluation of
breaking points is more complicated when we have two or more different delays. Nevertheless, the numerical schemes
and the error analysis that appear in the rest of the paper are almost the same, just the numbers of calculation steps
are increased. Moreover, our obtained results in this manuscript for the DDE (1.1), one can generalize to systems of
first-order ODEs. It is well-known that DDEs have some solutions that their behavior is quite different from solutions
of ODEs. For instance, the characteristic equation corresponding to DDE can have infinitely many roots, and also
that sometimes the solution oscillates rapidly. In the model (1.1) for the RDDE case, if there exists a discontinuity
in the first derivative at the initial point, then there is a discontinuity in the second derivative at time τ , and for the
corresponding higher derivatives this process is propagated in the interval of interest. In the other words, in the case
of RDDEs, the solution becomes smoother as the integration proceeds, which is not necessarily the case with NDDEs.

There have been many numerical methods for solving RDDEs and some numerical methods for NDDEs mainly
based on the Runge-Kutta scheme. This kind of numerical schemes have usually designed based on Taylor’s expansions
or quadrature formulas [9, 18, 15, 14, 37, 2, 27, 17, 21, 22, 8]. As we know, the spectral method employs global
orthogonal polynomials as trial functions and provides exceedingly accurate numerical results for smooth solutions
[10, 35]. However, so far, there are very few numerical methods with the spectral accuracy for DDEs and especially
for NDDEs [19, 28, 29, 1, 36, 7]. The key problem is how to design proper algorithms and analyse numerical errors
precisely.

In [28] a multistep Legendre-Gauss-Radau (LGR) collocation method using Lagrange interpolation for the numeri-
cal solution of RDDEs with constant delay is presented. In the present work, we introduce a modification of its. In the
next section, some preliminaries required for our subsequent development are given. Then, based on the “method of
steps”, the modified multistep LGR collocation method for solving DDEs is explained. In Section 3, the detailed error
analysis of the proposed method is derived for functions that lie in appropriate Sobolev spaces. Section 4 is devoted to
some numerical results and justifies our theoretical analysis. We will show that the multistep LGR collocation method
interacts well with the method of steps. The final section is for some concluding discussions.

2 Multistep LGR collocation method for retarded and neutral delay systems

In this section, we derive a novel and stable LGR collocation method for delay systems with continuous initial
functions.

2.1 Preliminaries

Let α, β > −1. The shifted Jacobi polynomial of degree n in the interval I = [a, b] is defined by

J
(α,β)
I,n (t) = J (α,β)

n

(
2

b− a
t− b+ a

b− a

)
, n = 0, 1, 2, . . .

where J
(α,β)
n (t) is the standard Jacobi polynomial of degree n [10]. We have that

J
(α,β)
I,n (a) = (−1)n

Γ(n+ β + 1)

n! Γ(β + 1)
, J

(α,β)
I,n (b) =

Γ(n+ α+ 1)

n! Γ(α+ 1)
, (2.1)

and
d

dt
J
(α,β)
I,n (t) =

n+ α+ β + 1

b− a
J
(α+1,β+1)
I,n−1 (t). (2.2)

In particular, the shifted Legendre polynomial LI,n(t) = J
(0,0)
I,n (t). Thus, by (2.2),

d

dt
LI,n(t) =

n+ 1

b− a
J
(1,1)
I,n−1(t). (2.3)

The set of {LI,n(t)} is a complete L2(I)-orthogonal system, namely,∫
I

LI,m(t)LI,n(t) dt =
b− a

2n+ 1
δm,n,
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where δm,n is the Kronecker function. Thus for any u ∈ L2(I),

u(t) =

∞∑
n=0

uI,nLI,n(t), uI,n =
2n+ 1

b− a

∫
I

u(t)LI,n(t) dt. (2.4)

We denote by tj , 0 ⩽ j ⩽ N , the nodes of the standard LGR interpolation on the interval [−1, 1). In particular,
t0 = −1 and tN < 1. The corresponding Christoffel numbers are wj , 0 ⩽ j ⩽ N . Then the nodes of the shifted
LGR interpolation on the interval [a, b) are the distinct zeros of LI,N (t) + LI,N+1(t), denoted by tI,j , 0 ⩽ j ⩽ N . In
particular, tI,0 = a. Clearly, the nodes tI,j can be obtained by shifting the nodes tj and the corresponding Christoffel
numbers are wI,j =

b−a
2 wj , 0 ⩽ j ⩽ N .

Let PN be the set of polynomials of degree at most N . Thanks to the property of the standard LGR quadrature,
it follows that for any ψ ∈ P2N on I,∫

I

ψ(t) dt =
b− a

2

∫ 1

−1

ψ

(
b− a

2
t+

b+ a

2

)
dt

=
b− a

2

N∑
j=0

wjψ

(
b− a

2
tj +

b+ a

2

)
=

N∑
j=0

wI,jψ(tI,j). (2.5)

Let ⟨u, v⟩I and ∥u∥I be the inner product and the norm of space L2(I), respectively. We also define the following
discrete inner product and norm,

⟨u, v⟩I,N =

N∑
j=0

wI,ju(tI,j)v(tI,j), ∥u∥I,N =
√

⟨u, u⟩I,N . (2.6)

Due to (2.5), for any ψφ ∈ P2N and φ ∈ PN ,

⟨φ,ψ⟩I = ⟨φ,ψ⟩I,N , ∥φ∥I = ∥φ∥I,N . (2.7)

For any U ∈ C(I), the shifted LGR interpolation INU(t) ∈ PN is determined uniquely by

INU(tI,j) = U(tI,j), 0 ⩽ j ⩽ N. (2.8)

Because of (2.7), for any φ ∈ PN ,

⟨INU,φ⟩I = ⟨INU,φ⟩I,N = ⟨U,φ⟩I,N . (2.9)

This shows that the interpolant INU is the orthogonal projection of u upon PN on I with respect to the discrete
inner product (2.6). The interpolation INU(t) in the interval I can be expanded as

INU(t) =

N∑
n=0

ũI,nLI,n(t), (2.10)

and with the aid of (2.4) and (2.9) we obtain

ũI,n =
2n+ 1

b− a
⟨INU,LI,n⟩I =

2n+ 1

b− a
⟨U,LI,n⟩I,N , 0 ⩽ n ⩽ N. (2.11)

2.2 The solution method

Let us start this section with the properties concerning the solution of DDEs. Assume that the model (1.1) has
a unique solution. Then, this solution behavior is described based on the construction associated with the initial
function ϕ(t). Let ϕ(t) ∈ Cl[−τ, 0] with l ⩾ 1. Then the solution U(t) will be continuous for t ∈ [0, T ]. A continuous
solution with a discontinuous derivative could have occurred when ϕ(t) is continuous but has a jump at some points
in (−τ, 0] for the first derivative. For problems with ϕ(t) ∈ C1[−τ, 0], if the so called “sewing condition”,

d

dt
ϕ(0) = f(ϕ(0), ϕ(−τ), d

dt
ϕ(−τ), 0), (2.12)
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is fulfilled, then the solution of both RDDEs and NDDEs is a class C1 function for t ∈ [−τ, T ]. Otherwise, the solution
is just a class C function for t ∈ [−τ, T ]. In this case, the solution of RDDEs will not have a two-sided derivative at
t = 0, whereas the solution of NDDEs will not have two-sided derivatives at all the breaking points t = kτ , k ∈ Z+.
In this case, we interpret the derivative at breaking points as the right-hand derivative. On the other hand, if ϕ(t) is
piecewise continuous then the solution of RDDEs would still be continuous whilst the solution of NDDEs would be
piecewise continuous as well [3].

Now, assume that ϕ(t) ∈ Cl[−τ, 0] with l ⩾ 0, and dl+1

dtl+1ϕ(t) is piecewise continuous. By this we mean that dl+1

dtl+1ϕ(t)
is continuous on any compact subinterval of [−τ, 0] except at a finite number of points {−σr}Rr=1 ⊂ (−τ, 0] at each of

which dl+1

dtl+1ϕ(t) has jump discontinuity with continuity from the right. In this case, the existence and uniqueness of
the solutions of the model problem (1.1) are assured under suitable conditions on f [12, 16].

Without loss of generality we assume that T = Kτ for a positive integer K, and we denote by Uk(t), k = 1, . . . ,K
the local solution of the problem in subinterval Ik = [(k−1)τ, kτ) (i.e., between two breaking points of the system). In
this case, although the global solution U(t) of both RDDEs and NDDEs is continuous, the local solution Uk(t) would
not be enough smooth unless l is large or ϕ(t) ∈ C∞[−τ, 0]. Hence, in order to obtain better approximations and to keep
the so called “spectral accuracy”, we divide each subinterval Ik into R+ 1 additional subintervals [(k − 1)τ, kτ − σ1),
[kτ − σ1, kτ − σ2), . . ., [kτ − σR, kτ) which are not necessarily equidistant. This defines a nonuniform mesh for the
domain [−τ, T ] with the mesh points

−τ < −σ1 < · · · < −σR < 0 < τ − σ1 < · · · < τ − σR < τ < · · · < T,

denoted by D = {ζi}K(R+1)
i=−R−1. Evidently this set of mesh points includes all the breaking points of the system. Now let

I(i) = [ζi−1, ζi) and di = ζi − ζi−1. We denote by χi(t) the smooth local solution of the problem on subinterval I(i).
By virtue of the method of steps, the DDE (1.1) can be replaced with the following sequence of initial value problems:

d
dtχi(t) = f

(
χi(t), χi−R−1(t− τ), d

dtχi−R−1(t− τ), t
)
, t ∈ I(i),

χi(ζi−1) = χi−1(ζi−1), i = 1, 2, . . . ,K(R+ 1),
(2.13)

where for r = 1, . . . , R+1 and t ∈ I(r−R−1) we set χr−R−1(t) = ϕ(t) and d
dtχr−R−1(t) =

d
dtϕ(t), which are well-defined

since ϕ(t) and its first derivative are continuous on each subinterval I(r−R−1). Let tI(i),j be the shifted LGR quadrature

points on subinterval I(i). In the ith step, the LGR collocation method for solving (2.13) is to seek uNi (t) ∈ PN (I(i)),
such that

d
dt
uN
i (tI(i),j) = f

(
uN
i (tI(i),j), u

N
i−R−1(tI(i),j − τ), d

dt
uN
i−R−1(tI(i),j − τ), tI(i),j

)
, 1 ⩽ j ⩽ N,

uN
i (tI(i),0) = uN

i−1(tI(i),0).
(2.14)

Noteworthy, the possible jump discontinuities in the first derivative of U(t) at breaking points is not an issue for
approximating the solution of NDDEs, because the LGR scheme avoids collocation at breaking points.

We next describe the numerical implementation for (2.14). In [28], we expanded the unknown functions by the
Lagrange interpolation, but as is well-known, the Lagrange interpolation is not stable for large N . In this work we
derive a new implementation, in which one interpolates uNi (t) by the shifted Legendre orthogonal polynomials. To do
this, let

uNi (t) =

N∑
n=0

ũNI(i),nLI(i),n(t), t ∈ I(i). (2.15)

Since uNi (t)LI(i),n(t) ∈ P2N , by integrating it over the interval I(i) and using (2.4) and (2.7) it can be verified that

ũNI(i),n =
2n+ 1

di
⟨uNi , LI(i),n⟩I(i) =

2n+ 1

di
⟨uNi , LI(i),n⟩I(i),N

=
2n+ 1

di

N∑
j=0

uNi (tI(i),j)LI(i),n(tI(i),j)wI(i),j , 0 ⩽ n ⩽ N. (2.16)
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Then, by virtue of (2.3), we deduce that

d

dt
uNi (t) =

1

di

N∑
n=1

(n+ 1)ũNI(i),nJ
(1,1)

I(i),n−1
(t), t ∈ I(i). (2.17)

Furthermore, using (2.1), a direct calculation shows LI(i),n(tI(i),0) = (−1)n. Thereby, we have from (2.14) and
(2.15) with t = tI(i),0 = ζi−1 that

N∑
n=0

(−1)nũNI(i),n = uNi (tI(i),0). (2.18)

Consequently, we use (2.15)–(2.18) to obtain from (2.14) that
1

di

N∑
n=1

(n+ 1)ũN
I(i),nJ

(1,1)

I(i),n−1
(tI(i),j) = f(uN

i (tI(i),j), u
N
i−R−1(tI(i−R−1),j),

d

dt
uN
i−R−1(tI(i−R−1),j), tI(i),j),

N∑
n=0

(−1)nũN
I(i),n = uN

i (tI(i),0), 1 ⩽ j ⩽ N, 1 ⩽ i ⩽ K(R+ 1).

(2.19)

Note that the values of uNi−R−1(tI(i−R−1),j) and
d
dtu

N
i−R−1(tI(i−R−1),j) are known and obtained in preceding steps.

When the function f is nonlinear, we first use certain iteration process to solve (2.19) and obtain uNi (tI(i),j), 0 ⩽ j ⩽ N .

Next, we use (2.15) and (2.16) to obtain the approximation of χi(t) and we get uNi (ζi) by (2.15) with LI(i),n(ζi) = 1.

Finally, we use uNi (t), d
dtu

N
i (t) and uNi (ζi) as the history and the initial value to be used in the next step.

Remark 2.1. When ϕ(t) is sufficiently smooth, the above multistep LGR collocation method can be performed on
subintervals Ik = [(k− 1)τ, kτ), k = 1, 2, . . . ,K to reduce the number of steps. However, when τ is large, we may need
to resolve the resulted discrete system with very large mode N that is not convenient. On the other hand, for ensuring
the convergence of scheme (2.14), the length of each subinterval is limited sometimes (see Section 3). Therefore,
utilizing additional subintervals would be beneficial for keeping the spectral accuracy.

3 Error analysis of the multistep LGR collocation method

For simplicity of statement, we analyse the convergence of scheme (2.14) with the assumption that the solutions
between breaking points, i.e. uk(t) for k = 1, 2, . . . ,K are smooth. The obtained results in this section can be extended
in a straightforward manner to problems considered in Section 2.2 by replacing subintervals Ik with subintervals I(i),
i = 1, 2, . . . ,K(R+ 1).

We shall prove the spectral accuracy of numerical solutions uNk (t). On each step we shall compare uNk (t) with
the interpolation approximation INUk(t). Note that, in the first step of scheme (2.14), the exact values of the initial
condition and the delay terms (i.e. ϕ(0), ϕ(t−τ) and d

dtϕ(t−τ)) are available, whereas in the subsequent steps they are
approximated using the results of preceding steps. Therefore, in order to establish our convergence results, we proceed
step by step on successive subintervals Ik. Furthermore, convergence results for RDDEs are a direct consequence of
this section.

In the forthcoming discussions, we assume that there exists a Lipschitz constant γ ⩾ 0 such that

|f(y1, y2, y3, t)− f(z1, z2, z3, t)| ⩽ γ (|y1 − z1|+ |y2 − z2|+ |y3 − z3|) . (3.1)

We also make use of the following lemma and theorem in our subsequent development. In what follows, Hr(Ik)
denotes the Sobolev space of integer order r on Ik, and ∥·∥Ik denotes the norm of space L2(Ik).

Lemma 3.1. Let u ∈ H1(Ik), then for any ε > 0

∥u∥2L∞(Ik)
⩽ ε−1 ∥u∥2Ik + ε

∥∥∥∥ d

dt
u

∥∥∥∥2
Ik

+ |u(tIk,0)|
2
. (3.2)



140 Ali Davari

Proof . If u ∈ H1(Ik), then it is continuous and piecewise continually differentiable. Thus using Hölder’s inequality
one has

|u(t)|2 − |u(tIk,0)|
2
=

∫ t

tIk,0

d

dx
(u2(x)) dx ⩽ 2 ∥u∥Ik

∥∥∥∥ d

dt
u

∥∥∥∥
Ik

⩽ ε−1 ∥u∥2Ik + ε

∥∥∥∥ d

dt
u

∥∥∥∥2
Ik

,

as desired. □

Theorem 3.1. For any U ∈ Hr(Ik) with integers r ⩾ 1, we have

∥U − INU∥2Ik ⩽ cN−2r
r∑

l=min{r,N+1}

τ2l
∥∥∥U (l)

∥∥∥2
Ik
, (3.3)

∥∥∥∥ d

dt
(U − INU)

∥∥∥∥2
Ik

⩽ cN3−2r
r∑

l=min{r,N+1}

τ2l−2
∥∥∥U (l)

∥∥∥2
Ik
, (3.4)

where U (l) is the lth distributional derivative of U and c is a generic positive constant dependent only on r.

Proof . Consult (5.4.33) and (5.4.34) of [3] and Theorem 1 of [28]. □

Thus, by virtue of (3.3) and setting U → d
dtU and r → r − 1,∥∥∥∥ d

dt
U − IN

d

dt
U

∥∥∥∥2
Ik

⩽ cN2−2r
r−1∑

l=min{r−1,N}

τ2l
∥∥∥U (l+1)

∥∥∥2
Ik
. (3.5)

3.1 Error analysis of step one

Theorem 3.2. If the function f in scheme (2.14) satisfies the Lipschits condition (3.1) and β1 be a positive constant
such that

√
8γτ ⩽ β1 < 1, then for any U1 ∈ Hr(I1) and integer r ≥ 2,

∥∥U1 − uN1
∥∥2
I1

⩽ cβ1
N3−2r

r∑
l=min{r,N+1}

τ2l ∥U1∥2I1 , (3.6)

∣∣U1(τ)− uN1 (τ)
∣∣2 ⩽ cβ1

N3−2r
r∑

l=min{r,N+1}

τ2l−1 ∥U1∥2I1 , (3.7)

where cβ1
is a positive constant depending only on β1 and r.

Proof . Consider (2.13) and (2.14) with k instead of i. Let t ∈ I1 and

ξN1,1(t) = IN
d

dt
U1(t)−

d

dt
INU1(t), (3.8)

ξN1,2(t) = f(uN1 (t), ϕ(t− τ),
d

dt
ϕ(t− τ), t)− f(INU1(t), ϕ(t− τ),

d

dt
ϕ(t− τ), t), (3.9)

EN
1 (t) = uN1 (t)− INU1(t). (3.10)

It is clear that ξN1,1, E
N
1 ∈ PN (I1). Using (2.13) we have

IN
d

dt
U1(tI1,j) =

d

dt
U1(tI1,j) = f(U1(tI1,j), ϕ(tI1,j − τ),

d

dt
ϕ(tI1,j − τ), tI1,j).

Then, by adding the term d
dtINU1(tI1,j) to both sides, we obtain

d

dt
INU1(tI1,j) = f(U1(tI1,j), ϕ(tI1,j − τ),

d

dt
ϕ(tI1,j − τ), tI1,j)− ξN1,1(tI1,j). (3.11)
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Subtracting (3.11) from (2.14) with k = 1, results
d
dtE

N
1 (tI1,j) = ξN1,1(tI1,j) + ξN1,2(tI1,j), 1 ⩽ j ⩽ N,

EN
1 (0) = 0.

(3.12)

Since d
dtE

N
1 (t) ∈ PN−1(I1), we use (2.7) and (3.12) to obtain that∥∥∥∥ d

dt
EN

1

∥∥∥∥2
I1

=

∥∥∥∥ d

dt
EN

1

∥∥∥∥2
I1,N

=
∥∥ξN1,1 + ξN1,2

∥∥2
I1,N

⩽ 2
∥∥ξN1,1∥∥2I1,N + 2

∥∥ξN1,2∥∥2I1,N . (3.13)

Therefore, Lemma 3.1 with ε = ε1 > 0 and (3.13) yield

∣∣EN
1 (τ)

∣∣2 ⩽ ε1

∥∥∥∥ d

dt
EN

1

∥∥∥∥2
I1

+ ε−1
1

∥∥EN
1

∥∥2
I1

⩽ 2ε1(
∥∥ξN1,1∥∥2I1,N +

∥∥ξN1,2∥∥2I1,N ) + ε−1
1

∥∥EN
1

∥∥2
I1
. (3.14)

We next estimate
∥∥ξN1,1∥∥I1,N . Since ξN1,1 ∈ PN , if U1 ∈ Hr(I1) with r ≥ 2, then Theorem 3.1 together with (3.5),

gives

∥∥ξN1,1∥∥2I1,N =
∥∥ξN1,1∥∥2I1 ⩽ 2

∥∥∥∥ d

dt
(U1 − INU1)

∥∥∥∥2
I1

+ 2

∥∥∥∥ d

dt
U1 − IN

d

dt
U1

∥∥∥∥2
I1

⩽ cN3−2r
r∑

l=min{r,N+1}

τ2l−2
∥∥∥U (l)

1

∥∥∥2
I1
. (3.15)

In order to estimate ||ξN1,2||I1,N , we assume that f satisfies the Lipschitz condition (3.1). Note that, in step one we

have y2 = z2 = ϕ(t) and y3 = z3 = d
dtϕ(t). Since E

N
1 (t) ∈ PN (I1), we use (2.7), (3.1) and (3.9) to obtain∥∥ξN1,2∥∥2I1,N ⩽ γ2
∥∥EN

1

∥∥2
I1,N

= γ2
∥∥EN

1

∥∥2
I1
. (3.16)

Next, substituting from (3.16) into (3.14) results∣∣EN
1 (τ)

∣∣2 ⩽ 2ε1
∥∥ξN1,1∥∥2I1 + (2ε1γ

2 + ε−1
1 )

∥∥EN
1

∥∥2
I1
. (3.17)

Again using Lemma 3.1 with ε = ε2 > 0, we have

∣∣EN
1 (t)

∣∣2 ⩽ ε2

∥∥∥∥ d

dt
EN

1

∥∥∥∥2
I1

+ ε−1
2

∥∥EN
1 (t)

∥∥2
I1
.

Integrating the above inequality over I1 with respect to t, and using (3.13), (3.16) yields

∥∥EN
1

∥∥2
I1

⩽ ε2τ

∥∥∥∥ d

dt
EN

1

∥∥∥∥2
I1

+ ε−1
2 τ

∥∥EN
1

∥∥2
I1

⩽ 2ε2τ
∥∥ξN1,1∥∥2I1 + 2ε2τγ

2
∥∥EN

1

∥∥2
I1

+ ε−1
2 τ

∥∥EN
1

∥∥2
I1
. (3.18)

Consequently, we have from (3.15) that

∥∥EN
1

∥∥2
I1

⩽
2ε2τ

1− 2ε2τγ2 − ε−1
2 τ

∥∥ξN1,1∥∥2I1
⩽

2ε2τ

1− 2ε2τγ2 − ε−1
2 τ

cN3−2r
r∑

l=min{r,N+1}

τ2l−2
∥∥∥U (l)

1

∥∥∥2
I1
. (3.19)
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Obviously, the constant coefficient in (3.19) is positive provided that 8τ2γ2 < 1. To meet this requirement, we
take ε2 = 2τ to obtain ∥∥EN

1

∥∥2
I1

⩽ cβ1
N3−2r

r∑
l=min{r,N+1}

τ2l
∥∥∥U (l)

1

∥∥∥2
I1
, (3.20)

where the positive constant β1 is such that
√
8τγ ⩽ β1 < 1. Moreover, due to (3.13), (3.15), (3.16) and (3.20) and

since γ2 < 1
8τ2 , we have

∥∥∥∥ d

dt
EN

1

∥∥∥∥2
I1

⩽ 2
∥∥ξN1,1∥∥2I1 + 2γ2

∥∥EN
1

∥∥2
I1

⩽ cβ1N
3−2r

r∑
l=min{r,N+1}

τ2l−2
∥∥∥U (l)

1

∥∥∥2
I1
. (3.21)

Now, substituting (3.15) and (3.20) into (3.17) gives

∣∣EN
1 (τ)

∣∣2 ⩽ 2ε1cN
3−2r

r∑
l=min{r,N+1}

τ2l−2
∥∥∥U (l)

1

∥∥∥2
I1

+
(
2ε1γ

2 + ε−1
1

)
cβ1N

3−2r
r∑

l=min{r,N+1}

τ2l
∥∥∥U (l)

1

∥∥∥2
I1
. (3.22)

Taking ε1 = 2τ , we have 2ε1γ
2 + ε−1

1 ⩽ τ−1. Therefore,

∣∣EN
1 (τ)

∣∣2 ⩽ cβ1
N3−2r

r∑
l=min{r,N+1}

τ2l−1
∥∥∥U (l)

1

∥∥∥2
I1
. (3.23)

Consequently, we use Theorem 3.1 and (3.20) to derive that∥∥U1 − uN1
∥∥2
I1

⩽ 2 ∥U1 − INU1∥2I1 + 2
∥∥EN

1

∥∥2
I1

⩽ cβ1
N3−2r

r∑
l=min{r,N+1}

τ2l
∥∥∥U (l)

1

∥∥∥2
I1
.

Furthermore, Lemma 3.1, along with Theorem 3.1, leads to

|U1(τ)− INU1(τ)|2 ⩽ τ−1 ∥U1 − INU1∥2I1 + τ

∥∥∥∥ d

dt
(U1 − INU1)

∥∥∥∥2
I1

⩽ cN3−2r
r∑

l=min{r,N+1}

τ2l−1
∥∥∥U (l)

1

∥∥∥2
I1
. (3.24)

So, we use (3.23) and (3.24) to obtain∣∣U1(τ)− uN1 (τ)
∣∣2 ⩽ 2 |U1(τ)− INU1(τ)|2 + 2

∣∣EN
1 (τ)

∣∣2
⩽ cβ1N

3−2r
r∑

l=min{r,N+1}

τ2l−1
∥∥∥U (l)

1

∥∥∥2
I1
,

which completes the proof. □

Remark 3.1. The same upper bound as (3.7) can also be derived for
∥∥U1(t)− uN1 (t)

∥∥
L∞(I1)

. In addition, we see from

the error bounds in Theorem 3.2 that the first step of the scheme (2.14) possesses the spectral accuracy.
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3.2 Error analysis of subsequent steps

As stated earlier, in steps two onwards, the exact values of xNk ((k − 1)τ), xNk−1(t − τ) and d
dtx

N
k−1(t − τ), t ∈ Ik

are not available and we approximate them using the results obtained in step k − 1. This affects on the accuracy of
the solution of the kth step, 2 ⩽ k ⩽ K, which is analysed now.

Theorem 3.3. If f in scheme (2.14) satisfies the Lipschitz condition (3.1) and βk with k ≥ 2 be a positive constant
such that

√
24γτ ⩽ βk < 1, then for any Xk ∈ Hr(Ik) and integer r ⩾ 2,

∥∥Xk − xNk
∥∥2
Ik

⩽ dβk
N3−2r

r∑
l=min{r,N+1}

k∑
κ=1

τ2l−2
∥∥∥X(l)

κ

∥∥∥2
Ik
, (3.25)

∣∣Xk(kτ)− xNk (kτ)
∣∣2 ⩽ dβk

N3−2r
r∑

l=min{r,N+1}

k∑
κ=1

τ2l−3
∥∥∥X(l)

κ

∥∥∥2
Ik
, (3.26)

where dβk
is a positive constant depending only on βk and r.

Proof . Consider (2.13), (2.14) with i = k ⩾ 2. Let t ∈ Ik and

ξNk,1(t) = IN
d

dt
Xk(t)−

d

dt
INXk(t), (3.27)

ξNk,2(t) = f(xNk (t), xNk−1(t− τ),
d

dt
xNk−1(t− τ), t)− f(INXk(t), INXN

k−1(t− τ),
d

dt
INXN

k−1(t− τ), t), (3.28)

EN
k (t) = xNk (t)− INXk(t). (3.29)

Then, similar to the derivation of (3.12), since tIk,0 = (k − 1)τ we obtain
d
dtE

N
k (tIk,j) = ξNk,1(tIk,j) + ξNk,2(tIk,j), 1 ⩽ j ⩽ N

EN
k (tIk,0) = xNk−1(tIk,0)−Xk−1(tIk,0).

(3.30)

Further, since d
dtE

N
k (t) ∈ PN−1(Ik), we have∥∥∥∥ d

dt
EN

k

∥∥∥∥2
Ik

=

∥∥∥∥ d

dt
EN

k

∥∥∥∥2
Ik,N

=
∥∥ξNk,1 + ξNk,2

∥∥2
Ik,N

⩽ 2
∥∥ξNk,1∥∥2Ik,N + 2

∥∥ξNk,2∥∥2Ik,N . (3.31)

Considering that in the kth step EN
k (tIk,0) ̸= 0, here, Lemma 3.1 reads,

∣∣EN
k (kτ)

∣∣2 ⩽ ε1

∥∥∥∥ d

dt
EN

k

∥∥∥∥2
Ik

+ ε−1
1

∥∥EN
k

∥∥2
Ik

+
∣∣EN

k (tIk,0)
∣∣2 . (3.32)

Therefore, using (3.30)-(3.32) we obtain∣∣EN
k (kτ)

∣∣2 ⩽ 2ε1
∥∥ξNk,1∥∥2Ik,N + 2ε1

∥∥ξNk,2∥∥2Ik,N + ε−1
1

∥∥EN
k

∥∥2
Ik

+
∣∣Xk−1(tIk,0)− xNk−1(tIk,0)

∣∣2 . (3.33)

Now, similar to the derivation of the error bound (3.15), if Xk ∈ Hr(Ik) with r ≥ 2, using (2.7) we have

∥∥ξNk,1∥∥2Ik,N =
∥∥ξNk,1∥∥2Ik ⩽ cN3−2r

r∑
l=min{r,N+1}

τ2l−2
∥∥∥X(l)

k

∥∥∥2
Ik
. (3.34)

Moreover, utilizing the Lipschitz condition (3.1), yields

∥∥ξNk,2∥∥2Ik,N ⩽ 3γ2

(∥∥EN
k

∥∥2
Ik,N

+
∥∥EN

k−1

∥∥2
Ik−1,N

+

∥∥∥∥ d

dt
EN

k−1

∥∥∥∥2
Ik−1,N

)
. (3.35)
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Since EN
k−1, E

N
k ∈ PN and

∣∣∣ξNk,1(tIk,0)∣∣∣ <∞, we have from (2.7), (3.33) and (3.35) that

∣∣EN
k (kτ)

∣∣2 ⩽ (6ε1γ
2 + ε−1

1 )
∥∥EN

k

∥∥2
Ik

+ 2ε1
∥∥ξNk,1∥∥2Ik

+6ε1γ
2

(∥∥EN
k−1

∥∥2
Ik−1

+

∥∥∥∥ d

dt
EN

k−1

∥∥∥∥2
Ik−1

)
+
∣∣Xk−1(tIk,0)− xNk−1(tIk,0)

∣∣2 . (3.36)

On the other hand, like (3.18), (3.32) with ε1 = ε2 = 2τ , we have

∥∥EN
k

∥∥2
Ik

⩽ 2τ
∣∣Xk−1(tIk,0)− xNk−1(tIk,0)

∣∣2 + 4τ2
∥∥∥∥ d

dt
EN

k

∥∥∥∥2
Ik

.

The above with (3.31) and (3.35) yields

(1− 24γ2τ2)
∥∥EN

k

∥∥2
Ik

⩽ 8τ2
∥∥ξNk,1∥∥2Ik + 24γ2τ2

(∥∥EN
k−1

∥∥2
Ik−1

+

∥∥∥∥ d

dt
EN

k−1

∥∥∥∥2
Ik−1

)
+2τ

∣∣Xk−1(tIk,0)− xNk−1(tIk,0)
∣∣2 .

Consequently, if
√
24γτ ⩽ βk < 1, then

∥∥EN
k

∥∥2
Ik

⩽ cβk

(
τ2
∥∥ξNk,1∥∥2Ik +

∥∥EN
k−1

∥∥2
Ik−1

+

∥∥∥∥ d

dt
EN

k−1

∥∥∥∥2
Ik−1

+ τ
∣∣Xk−1(tIk,0)− xNk−1(tIk,0)

∣∣2) .
Now, taking k = 2 and substituting (3.7), (3.20), (3.21) and (3.34) into the above inequality, results

∥∥EN
2

∥∥2
I2

⩽ cβ2
N3−2r

r∑
l=min{r,N+1}

(
τ2l
∥∥∥X(l)

2

∥∥∥2
I2

+ (τ2l + τ2l−2)
∥∥∥X(l)

1

∥∥∥2
I1

)

⩽ dβ2N
3−2r

r∑
l=min{r,N+1}

τ2l−2

(∥∥∥X(l)
2

∥∥∥2
I2

+
∥∥∥X(l)

1

∥∥∥2
I1

)
. (3.37)

Moreover, by (3.37) and (3.36) with k = 2 and ε1 = 2τ , and since 6ε1γ
2 + ε−1

1 ⩽ τ−1,

∣∣EN
2 (2τ)

∣∣2 ⩽ cβ2
N3−2r

r∑
l=min{r,N+1}

(
τ2l−1

∥∥∥X(l)
2

∥∥∥2
I2

+ (τ2l−1 + τ2l−3)
∥∥∥X(l)

1

∥∥∥2
I1

)

⩽ dβ2
N3−2r

r∑
l=min{r,N+1}

τ2l−3

(∥∥∥X(l)
2

∥∥∥2
I2

+
∥∥∥X(l)

1

∥∥∥2
I1

)
. (3.38)

Therefore, using Theorem 3.1 and (3.37), we conclude that∥∥X2 − xN2
∥∥2
I2

⩽ 2 ∥X2 − INX2∥2I2 + 2
∥∥EN

2

∥∥2
I2

⩽ dβ2
N3−2r

r∑
l=min{r,N+1}

τ2l−2

(∥∥∥X(l)
2

∥∥∥2
I2

+
∥∥∥X(l)

1

∥∥∥2
I1

)
. (3.39)

Further, by virtue of (3.24),

|X2(2τ)− INX2(2τ)|2 ⩽ cN3−2r
r∑

l=min{r,N+1}

τ2l−1
∥∥∥X(l)

2

∥∥∥2
I2
.
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This, together with (3.38), leads to∣∣X2(2τ)− xN2 (2τ)
∣∣2 ⩽ 2

∣∣EN
2 (2τ)

∣∣2 + 2 |X2(2τ)− INX2(2τ)|2

⩽ dβ2
N3−2r

r∑
l=min{r,N+1}

τ2l−3

(∥∥∥X(l)
2

∥∥∥2
I2

+
∥∥∥X(l)

1

∥∥∥2
I1

)
. (3.40)

Repeating the above process, we conclude for k ⩾ 2 that,

∥∥Xk − xNk
∥∥2
Ik

⩽ dβk
N3−2r

r∑
l=min{r,N+1}

k∑
κ=1

τ2l−2
∥∥∥X(l)

κ

∥∥∥2
Ik
,

and

∣∣Xk(kτ)− xNk (kτ)
∣∣2 ⩽ dβk

N3−2r
r∑

l=min{r,N+1}

k∑
κ=1

τ2l−3
∥∥∥X(l)

κ

∥∥∥2
Ik
,

and the proof is completed. □

Remark 3.2. Theorem 3.3 indicates the spectral accuracy of scheme (2.14) for k ⩾ 2. In addition, if 2 ⩽ r ⩽ N + 1
and X(r) ∈ L∞(0, kτ), then for k ⩾ 1 we have∥∥X − xN

∥∥
L2(0,kτ)

⩽ d
1
2

β kN
3
2−rτ r−

1
2

∥∥∥X(r)
∥∥∥
L∞(0,kτ)

, (3.41)

∣∣U(kτ)− xN (kτ)
∣∣ ⩽ d

1
2

β k
1
2N

3
2−rτ r−1

∥∥∥X(r)
∥∥∥
L∞(0,kτ)

, (3.42)

which demonstrate that the L2 and the pointwise absolute errors accumulate linearly in terms of t.

4 Numerical results

In this section, we present some numerical results to illustrate the efficiency and accuracy of our multistep algorithm.

4.1 RDDE with discontinuous initial function

This example shows that the method of Subsection 2.2 may also work for RDDEs with discontinuous initial function.
We consider the nonlinear RDDE,

d

dt
U(t) = U(t− π)U(t), 0 ⩽ t ⩽ 2π, (4.1)

with discontinuous initial function

ϕ(t) =

 0 t < −π
2 ,

−2 −π
2 ⩽ t < 0.

−1 t = 0.
(4.2)

The exact solution to this problem is

U(t) =


−1 0 ⩽ t < π

2 ,
−eπ−2t π

2 ⩽ t < π,
−e−t π ⩽ t < 3π

2 ,

−e− 3π
2 + 1

2 (e
3π−2t−1) 3π

2 ⩽ t < 2π,

which is continuous but has an nth order discontinuity at t = { (2n−1)π
2 , nπ}. Consequently, the scheme of Subsection 2.2

can be employed and there is no need to utilize the perturbation scheme of Subsection 4.2. In Fig. 1, we plot the
maximum absolute errors for various values of R and N . As expected, in contrast to the case R = 0, the numerical
errors for R = 1 and R = 3 decay exponentially as N increases. This is due to discontinuity of the initial function at
the points t = −π

2 and t = 0.
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Figure 1: The maximum absolute errors of multistep LGR collocation method for Example 5.2.

4.2 A model of food-limited population

Consider the following nonlinear NDDE which models a food-limited population [26],

d

dt
U(t) = rU(t)

(
1− U(t− 1)− c

d

dt
U(t− 1)

)
, t ⩾ 0, (4.3)

with smooth initial functions

ϕ(t) = t+ 2, −1 ⩽ t ⩽ 0,
d

dt
ϕ(t) = 1, −1 ⩽ t < 0. (4.4)

Although the initial function is smooth, the sewing condition (2.12) is not fulfilled; hence, this equation has a

first-order discontinuity at t = n for integers n ⩾ 0. For r = π√
3
+ 1

20 and c =
√
3

2π − 1
25 a reference solution at t = 40

is U(40) = 0.8044138361971349. We utilize the scheme of Subsection 2.2 to approximate the solution of this NDDE.
Fig. 2 shows the time history and the oscillatory behavior of U(t). In Fig. 3, we plot the numerical errors at t = 40 for
various values of N and R. Again, they indicate that the numerical errors decay exponentially as N and R increase.
In this example, the solution between each two consecutive breaking points is smooth; hence, the case R = 0 naturally
provides an exponential convergency. Nonetheless, the convergence rate for R = 1 is higher. Table 1, compares the
errors of our method with the methods DDVERK, DRKLAG and ARCHI [18]. We can observe that our method
provides more accurate numerical results.

To show the efficiency and convergence of the multistep LGR collocations method for large domain calculations,
we also solve this problem for 0 ⩽ t ⩽ 1000 with R = 0 (1000 steps) and various values of N . In Table 2, we give the
approximate values of U(1000). The convergence of the results is apparent.

4.3 Nonlinear stiff NDDE

Consider the following nonlinear stiff NDDE adopted from [34],

d

dt
X1(t) = −2X1(t) +X2(t) + 0.1 sin(X1(t)) + 0.05 sin(X2(t)) + 0.05 sin(X1(t−

π

2
))

+ 1
2 sin(X2(t− π

2 )) + 10−4 d
dtX1(t− π

2 ) + 0.5× 10−4 d
dtX2(t− π

2 ) + J1(t),

d

dt
X2(t) = X1(t)− 9999X2(t) + 0.05 sin(X1(t)) + 0.15 sin(X2(t))− 0.05 sin(X1(t−

π

2
))

+0.1 sin(X2(t− π
2 )) + 0.5× 10−4 d

dtX1(t− π
2 ) + 10−4 d

dtX2(t− π
2 ) + J2(t),

(4.5)
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Figure 2: Solution U(t) for NDDE in Example 5.3 with smooth initial function.

Figure 3: The numerical errors of multistep LGR collocation method at t = 40 for Example 5.3.

Table 1: Comparison of the numerical errors at t = 40 for Example 5.3.

Method Steps Error
DRKLAG (TOL = 10−6, without root finding option) 241 5.66e + 00
DRKLAG (TOL = 10−2, with root finding option) 80 3.29e− 01
DDVERK 620 4.78e + 00
ARCHI 1590 3.41e− 01

Present method (N = 20) 40 (R = 0) 1.28e− 13
80 (R = 1) 6.44e− 15

Table 2: Numerical results at t = 1000 using the multistep LGR collocation method with R = 0 for Example 5.3.

N 5 10 15 20 25
U(1000) 0.8341844212 0.8015301619 0.8015311515 0.8015311564 0.8015311565
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Table 3: Comparison of global errors for Example 5.4.

h Mesh points Method I [34] N Mesh points Present method (R=0)
π/400 4000 1.63e− 04 5 120 2.12e− 02
π/1600 16000 1.02e− 05 10 220 1.41e− 06
π/6400 64000 6.37e− 07 15 320 5.35e− 10

for 0 ⩽ t ⩽ 10π with smooth initial functions ϕ1(t) = sin(3t) and ϕ2(t) = cos( t2 ) for −
π
2 ⩽ t ⩽ 0. J1(t) and J2(t) are

assigned functions such that problem (4.5) has exact solutions X1(t) = sin(3t) and X2(t) = cos( t2 ).

In Table 3, comparison of global errors between the present method and Method I (an implicit-explicit one-leg
method) proposed in [34] is shown. We see that for R = 0 and N = 15 with 320 mesh points, our method is much
more accurate than the method in [34] by 64000 mesh points.

5 Concluding remarks

In this paper, we proposed a multistep LGR collocation method for solving delay differential equations with constant
delays. This method enables us to evaluate the numerical solutions with moderate N , step by step. Benefiting from
the rapid convergence of the LGR interpolation, this method possesses the spectral accuracy.Conversely, the existing
numerical methods for delay differential equations do not usually have such fascinating merits. In particular, for any
fixed mode N , the numerical solutions have a higher convergence rate than the usual implicit Runge-Kutta methods.
In addition, in the existing Runge-Kutta methods, the Lagrange interpolation is usually used which is unstable for large
N ; whereas, we used the Gauss-type interpolation that makes our method much more stable for large N . Moreover,
this method often works well even for a large time lag τ and so saves work, and is specially appropriate for long-time
calculations. The error analysis carried out in this paper indicates that the multistep LGR collocation method, when
implemented, provides a reliable and efficient approach for solving DDEs with constant delays.
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