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Abstract

Mobile Cloud Computing is one of the most prominent future mobile technology infrastructures, because it accumulates
the benefits of mobile computing and cloud computing, and provides optimized services for users. In a distributed
database system in the cloud, the connections necessary for a query layout may be stored in multiple sites, increasing
the number of equivalent designs possible in the search for an optimal query implementation plan. However, a thorough
search of all possible designs in such a large search space is not computationally rational. In this study, our goal is to
identify a cost model consisting of a multi-objective function with variable (and possibly conflicting) QoS parameters
to solve the query optimization problem in inhomogeneous cloud databases (in terms of pricing models) and mobile.
Then, we propose a new strategy for the optimization of queries in these environments using the Learning Based
Optimization (TLBO) algorithm. Finally, the results are evaluated in the CloudSim environment and compared with
genetic optimization and ant colony optimization (ACO).
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1 Introduction

A mobile cloud database is one of the newest and most widely used cloud technologies to provide access to data at
any time and place. This technology is growing significantly, and many companies use it as one of the core principles
of their technology structure.

Despite high capacity and easy access to data, mobile cloud databases are facing challenges. One of the challenges
is to optimize queries in mobile cloud database environment. Due to the limitations of mobile networks and also
communication networks, query optimization in this environment is very important. Optimizing queries in the mobile
cloud database will reduce run time, improve database efficiency, reduce battery consumption of mobile devices,
improve user experience and reduce data access costs. There are various ways to optimize queries in mobile cloud
databases, including reducing the number of queries, using battery charging and unloading, using fast communications
networks, numbering data, and prediction queries.
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Optimization of query in mobile databases is very important and because of their increasing formation, their
efficiency improvement and stability are also on the agenda. By using this, these methods can improve the efficiency
of the Mobile Cloud Database and improve the users’ experience

2 Mobile cloud computing

Electronic governance has been the most important tool of e-government. This type of monitoring is primarily in
the direction of the general purpose of electronic surveillance and is the most important means of achieving its goals.
e-surveillance aims to reduce in-person supervision and referrals and increase the use of electronic communications in
favor of efficient mechanisms [1].

Mobile devices (e.g. smartphones and tablets), as the most effective and convenient means of communication that
are not limited to time and place, have become increasingly an essential part of human life [7]. The rapid development
of mobile computing will become a powerful trend in the development of information technology as well as trade
and industry. However, mobile devices in their own resources (such as battery life, storage and bandwidth) and
communication (such as mobility and security) are faced with many challenges [3, 12]. Limited resources significantly
prevent the service from improving. The increasing popularity of mobile applications and the growing demand of
users have caused the limitation of resources available on these devices to become more visible. The collaboration
between mobile devices and cloud computing has addressed a portion of these issues. Cloud computing offers a new
opportunity for the development of mobile applications, allowing mobile devices to maintain a very thin layer of user
applications and shift computing overhead toward the virtual environment. Mobile cloud computing is one of the
major areas of mobile technology in the future; Because this has both the advantages of mobile processing and cloud
computing, leading to the provision of optimal services for users [8, 14].

The MCC Society defines mobile cloud computing as: Mobile cloud computing is, in its simplest form, a substruc-
ture, where both storage and processing of data occur outside the mobile device. Mobile cloud applications transfer
computing power and data storage away from mobile subscribers to the cloud [1]. In, Aepona describes MCC as a
new model for mobile applications, whereby the processing and storage of data is transferred from mobile devices to
a powerful and centralized computing platform located in the clouds. These focused applications are then accessed
through a wireless connection of mobile devices based on a Thin Client or web browser. On the other hand, MCC
can be defined as a combination of mobile web and cloud computing, which is the most popular tool for mobile users
accessing Internet applications and services [13]. In short, mobile cloud computing provides the cloud computing and
data storage services to mobile users. Mobile devices do not require powerful configuration (such as processor speed
and memory capacity) because all complex computing modules can be processed in clouds [3, 6].

3 Mobile cloud architecture

According to the concept of MCC, the general architecture of MCC can be defined as that represented in Figure 1. In
Figure 1, mobile devices are connected to mobile networks through base stations (such as the base transmitter/receiver
station, access point or satellite). These stations create and control connections and performance interfaces between
networks and mobile devices [4, 16]. Requests and information from mobile users (e.g., identifiers and location) are
transferred to central processors which are connected to servers serving mobile network services. Here, mobile network
operators can provide services such as authentication, authorization, and auditing, based on customer data stored
in databases. After that, the customer’s requests are transmitted over the Internet to a cloud. In the cloud, cloud
controllers process requests to provide cloud services for mobile users. These services are developed based on the
concepts of utility computing, virtualization and service-oriented architecture (e.g. web, application, and database
servers) [5, 11].

4 Methodology

The goal is to optimize distributed queries in the mobile cloud by using a cost function that takes into account
the parametric costs noted above and specifies these values based on user preferences. In addition, learning-based
optimization approach is used to achieve the desired results. Figure 2 depicts a simple schematic of the research
method.

In mobile cloud computing, the goal is to minimize the cost of implementing a query on mobile devices while using
cloud computing infrastructure resources.
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Figure 1: Mobile Cloud Computing Architecture [8]

Figure 2: A simple schematic of the research method

The cost function for mobile cloud computing can be defined as a function that takes into account the following
parameters:

Total Cost = W1∗Cost mobile device+W2∗Cost Data transfer+W3∗Cost cloud computing+W4∗Latency (4.1)

1. Cost mobile device: The cost of using mobile device resources (running time and power consumption of mobile
devices)
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2. Cost Data transfer: Data transfer fee (including data size in transit, distance between source and destination
and network bandwidth)

3. Cost cloud computing: Cost of Users to Use Cloud Computing Infrastructure

4. Latency delay: This cost can be based on the expected cost of the resources required to perform the necessary
calculations or the cost of the loss of results caused by the delay

One of the adaptive methods in optimization, is using preferences and receiving feedback from users. For this
purpose, we have considered adaptive high cost function w which one of the four parameters of user preference
depends on its preferences.

4.1 How long to run queries on mobile devices

In mobile distributed database environments, as the data is divided into smaller formats and distributed across
multiple sites, the multiplication and transformation strategy is used. One of the advantages of this method is
improvement of processing power, since each site only focuses on piecewise processing of the data, and processing
operations are performed in parallel on different sites, which reduces the response time of the queries.

The total cost formula for how long the queries is carried out in mobile devices based on multiplication and
transformation is as follows:

TCFRS = TCFR + TCRP + LPSAS (4.2)

The cost for a relationship that is fragmented in different sites is obtained from the following formula:

TCFR = N1 ∗K ∗ Tcost−att ∗ n (4.3)

where:

N1: The number of modified relationship tuples

K: The number of traits in relationships that have been replicated and formed in various sites.

Tcost−att: Transfer cost per adjective

n: Number of selected sites to process query

The cost for all relationships that have been reproduced on (NR − 1) will be:

TCRP = (N2 ∗K ∗ TCost−att) ∗ (NR − 1) (4.4)

N2: The number of replicated link staples

(NR − 1): The number of sites where links are duplicated

LPSAs: Local processing cost on all sites (including the total cost of the links processed at the cost of the link
operation)

LPSAs =

p∑
j=1

cos t

[
n⋃

i=1

(FR)i

]
j

+ [(N1 ∗ 1 +N2 ∗ (NR − 1)) ∗ CTcomp +N3 ∗ CTcon] ∗ p (4.5)

N3: Number of link-links tuples

CTcomp: Cost of comparing each row

CTcon: Cost of each Tapel connection

4.2 How much power mobile devices will use

One of the effective parameters in calculating the costs of mobile devices is the amount of energy consumption.
We use the following formula.

Eij = Pj ∗ Tij if xij = 1 (4.6)

Eij = 0 if xij = 0 (4.7)

Pj = P busy
j − P idle

j (4.8)
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Tij =
TCFRS

Fj
if Xij = 1 (4.9)

Tij = 0 if Xij = 0 (4.10)

Pj : How much energy consumption of the mobile device

Tij : The length of execution of query i running on the mobile device j

Xij = 1: Query i available on j device

Xij = 0: No i query available on j device

P busy
j : High Power Consumption of Mobile Device in Busy Mode

P idle
j : Power consumption of mobile device in idle mode

Fj : Mobile device computing capacity (number of operations per unit of multi-core processor time)

TCFRS : Execution Cost based on Duplication and Segmentation Method

4.3 Data transfer fee between mobile devices

To get the data transmission cost, we need to consider several variables such as data size being transmitted, the
distance between the data source and the destination, and the available network bandwidth to transmit.

Here are a few steps that can be followed to formulate data transmission costs in the cost model:

1. Calculating the size of the data in transit: This can be done by determining the number of bytes or bits to move.

2. Determining distance between the data source and destination: distance can be measured in network jump,
physical distance or delay.

3. Estimation of the available network bandwidth for transmission: This can be based on network infrastructure,
type of connection (for example, wired, wireless), and network congestion.

4. Calculating the data transfer cost: This can be done by using a formula that takes into account the size of the
data, the distance and the bandwidth of the network.

Cost Data Transfer = Data size ∗
(

Distance

Network band width

)
(4.11)

This formula calculates the cost of data transmission based on the product of data size and data transmission time
over the network. Time is calculated by the amount of available bandwidth.

4.4 Cost users pay to use cloud computing infrastructure

Costs paid by users for the use of cloud computing infrastructure vary depending on factors. Some factors that
influence the cost of using cloud computing are:

1. Type of service used: The cost of using different cloud computing services varies depending on the type of service.
For example, cloud storage services typically cost less than cloud computing services [11].

2. Server placement: The cost of cloud computing depends on the location of servers. For example, cloud computing
usage rates may be lower in countries with lower electricity costs.

3. The amount of resources: the cost of using cloud computing depends on the amount of resources consumed by
the user. As the user consumes most of their required computing resources from cloud-based servers, the cost of
cloud computing will be increased.

4. Type of Contract: The cost of using cloud computing depends on the type of contract; For example, annual
contracts typically cost less than monthly contracts.

5. Service level: The cost of cloud computing depends on the level of the desired service. Support for a high level
of service may lead to a higher cost than a lower level of service [2].
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4.5 Delay

In mobile cloud query optimization, latency is the amount of time that passes until a query from the user’s device
reaches the cloud server and its response is returned to the user’s device. You can use the concept Network delay to
formulate latency in optimization of query in cloud.

The network delay consists of three steps:

1. transmission delay: The time is spent moving packets of data from the user’s device to the server or from the
server to the user’s device. For each packet, the delay will be equal to the packet size of Internet bandwidth.

2. processing delay: is the time spent processing data packets on the server. This delay is equal to the expression
the server requires to process query.

3. queueing delay: is the time when the data packets are in the waiting queue to be processed on the server. This
delay equates to the average time that packets are queued.

More advanced formulas can be used in the context of latency formulation in optimization of query in the mobile
cloud. One of these formulae is the Optimal Network Delay Formula:

Network Delay = (Ts + Tw) +

[
Tr + Tp

1− β

]
. (4.12)

To calculate any of the parameters of the Optical Network Latency Formula, however, one must look at the status
and condition of the mobile cloud in which the query operation is performed and their values may change in different
conditions. But in general, the way in which each of these parameters is computed can be provided as follows: Server
Transmission Time Ts is the time the server decides to send a response to the user’s device. This results in the division
of response data volumes over the Internet bandwidth. Wireless Transmission Time Tw is the time spent sending
a query from the user to the cloud-based server. This time comes from dividing query data over wireless network
bandwidth. Tr Round-Trip Time is the time it takes to complete a trip from the user’s device to the cloud-based
server and back to the user’s device. This time is twice as long as the transmission delay. Processing Time is the time
spent processing query on the cloud-based server. This time may vary depending on server conditions and processes
running on the query. β Coefficient of Variation This parameter represents the variance coefficient of the waiting time
in the queue. In other words, it indicates the rate of spread waiting in the queue.

4.6 semantic cache

Semantic memory can be a powerful tool to improve the performance of distributed query processing in mobile cloud
computing environments. By storing common data in cache and using an optimizer method for cache management, it
is possible to reduce the number of network access to complete queries and speed up the response time to queries [17].

4.7 Semantic cache cost model

The Semantic Cache Cost Model should consider the cost of accessing data from the cache, as well as the cost
of accessing data from remote storage. Semantic cache can be incorporated into the cost function formula used to
optimize distributed query.

Cost(q.S) = α ∗ Cost Remote(q.S) + β ∗ Cost cache(q.S) (4.13)

Cost(q.S) is the total cost of executing query q in system S.

Cost remote(q.S) is the cost of executing query q in system S.

Cost cache(q.S) is the cost of accessing data from the cache in S system.

α, β are allocated weights that depend on factors such as the rate of cache, cache size, and cost of accessing data
via the network.

Cost remote(q, S) The cost of executing query q in system S, the same time as the whole query execution we
explained in the previous contents.
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4.8 Cost of access to data in semantic cache

Query Manager will first analyze the exported query to determine if it can be answered locally. If all required data
items are available in local cache, query is converted into a local query and is termed fully responsive. If only a part
of the query can be locally evaluated, it will be called a partially responsive query and the query will be converted to
a probe query and a complete query. A query probe is a local query that retrieves data items from the client cache
while sending a full query for evaluation based on the preferences specified by the user for the query to the appropriate
cloud query processor. To determine the best cloud query processor, we will use the Cache Optimizer.

Optimization of cache memory is very important in the distributed Mobile Cloud database environment. In this
environment, the data is distributed on different servers and it requires a connection with different servers to access
the data. Optimization based on cache reduced the number of requests to the servers and as a result, response time
is reduced. If it is possible to obtain data from semantic cache, it saves computational time because cache access is
faster than database access.

In distributed systems, distributed semantic cache can be used. In this case, the required data for each query is
located near the client server. This can reduce data access costs and improve system performance. In this way, each
server in the network is responsible for maintaining and updating the semantic cache. For example, each server can
update its cache for the data that is most requested. Also, if a server does not have the data required by query, it
will receive data from another server on the network. In order to select the best server, we must prioritize all servers
based on the following parameters and obtain data from it. We obtain the following values for each i server where I
server queries have been copied under the original query.

1. The current queue length Q(Li): The number of processes that are running for execution on the server.

2. Remote SD Server (i): The server’s remote location refers to the server’s geographic distance from the client.
This means that the closer the server is, the less time it takes to fetch the data from the server.

3. Capacity SC(i) Server: The number of processes that can be executed on a server without disrupting normal
server operations.

4. Load Server (Li): The ratio of actual processes running on a server to its server capacity.

In the next step, we will prioritize each database that has been copied under query, the main query where it
was copied. Suppose that the query is available under two sites i and j, how to prioritize is done by the following
relationships.

Pr = Pr +

(
Q(li)− Q(lj)

10

)
(4.14)

Pr = Pr +
SD(i)− SD(j)

100
(4.15)

L(i) = Pr +
QL(i)

SC(i)
(4.16)

L(j) = Pr +
QL(j)

SC(j)
(4.17)

Pr = Pr + (L(i)− L(j)) (4.18)

in this algorithm, we first prioritize all servers based on the above parameters and then send a subquery to the server
with the highest priority and check the local cache of the server. If the data is present in the cache, we send the data
to the client server or it is fetched from the global database.

4.9 Education-learning optimizer

Learning-based optimization is a meta-heuristic optimization algorithm that can be used to solve a wide range of
optimization problems. In this study, with the help of education-learning algorithm, the most optimized execution
design in the search space which contains the same execution plans as each query is selected and executed. Accordingly,
we consider interior search space designs as a population of learners or students, and then consider one of the queries
as a teacher at random, and obtain the phase of the teacher based on the following formula [9].

XnewD = XoldD + r(XteacherD − TFMD). (4.19)

The index D represents the number of queries (problem variable), the old member XoldD, which still needs to
learn from the teacher to increase the level of knowledge, and consists of a vector 1 ∗D which contains the result of
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any particular subject or lesson. r is a random number in range (1 and 0), Xteacher and D is the best member of
the population in this iteration, striving to change the mean of the class (population) towards its own position. TF

Teaching Factor, MD is a vector 1 ∗D that contains the average values of the class results for each subject. The TF

value may be 1 or 2, and it is considered to be an innovative step and is randomly chosen with equal probability. New
XnewD member is accepted if it is better than older member [15].

Learning Phase: Learners use two different methods, one through the teacher and the other through interaction
between themselves, to increase their knowledge. A learner interacts at random with other learners using group
discussions, presentations, and more. A learner will learn new things from other students, provided others have a high
knowledge of him.

Xnew i = Xold i + r(Xj −XK). (4.20)

The index i varies from one to the total number of members, Xold i is an old member who has not learned anything
from cross-transaction or other students, ri is a random number between interval (1 and 0) and Xj and XK are two
transactions (students) chosen randomly, with j ̸= k condition and condition that Xj ’s objective function is better
than Xk. The new member of Xnew i, is accepted if he is better than the older member of Xold i. The TLBO algorithm
is as follows:

Figure 3: Flowchart Algorithm TLBO [10]

4.10 Evaluation and practical outcomes

To assess the proposed approach, the following steps were taken:

The definition of the criteria was considered: first, the criteria that are supposed to be used for evaluation of the
performance of the adaptive optimization algorithm of multi-objective query was determined. The criteria include
running query time (time required to execute a query) and the amount of power consumption of mobile devices (the
amount of energy expended by mobile devices during query execution). Select an evaluation dataset: To perform fair
and meaningful comparisons during the validation process, a data set was selected that reflects the characteristics of
an inhomogeneous/mobile cloud database environment. In this study an Artificial Business Environment Data Set
(TPC-H) was used to produce the evaluated data set. The TPC-H criterion is a widely used benchmark for decision
support systems, consisting of a complex set of SQL queries. Figure 4 shows database entities and their relationships,
used by SQL queries to the TPC-H dataset.
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Figure 4: Database entities and the relationships between them used by the TPC-H dataset

5 Simulation results

In this simulation, three optimization algorithms of education-learning, ant colony and genetic were used for cost
model optimization and performance of each algorithm was compared and evaluated based on two criteria of query
execution and energy consumption of mobile devices. In order to simulate the data, the topology of the hierarchical
network has been used for the datacenter. The number of virtual machines (VMs) was considered equal or greater
than the number of hosts. Virtual machines were also run on the same number of tasks. Each test was carried out
over 10 times. The results obtained from the simulation are given in the following tables with three algorithms.

Table 1: teaching-learning algorithm
Number of queries 10 20 30 40 50 60 70 80 90
Execution time (milliseconds) 12 25 50 74 126 172 249 310 380

Table 2: Genetic algorithm
Number of queries 10 20 30 40 50 60 70 80 90
Execution time (milliseconds) 20 45 73 112 173 248 315 399 481

Table 3: Ant colony algorithm
Number of queries 10 20 30 40 50 60 70 80 90
Execution time (milliseconds) 31 62 101 152 236 299 384 483 599

Table 4: Learning algorithm
Number of queries 1 2 3 4 5 6 7 8 9 10 11
Execution energy (kilohertz) 80 141 222 301 341 410 538 602 697 771 843

Table 5: Genetic algorithm
Number of queries 1 2 3 4 5 6 7 8 9 10 11
Execution energy (kilohertz) 98 182 252 305 348 445 579 648 738 837 928
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Figure 5: Comparison of the execution time of the queries of the algorithm

Table 6: Ant colony algorithm
Number of queries 1 2 3 4 5 6 7 8 9 10 11
Execution energy (kilohertz) 105 195 271 312 385 585 748 867 978 1078 1185

Figure 6: Comparison of energy consumption of different algorithms

6 Conclusion

The simulation results show that with the increase in the number of queries, the query execution time increases,
but the increase in the query execution time in the learner training method is less than the two-ant colony and genetic
algorithms. Also, with the increase of queries, the amount of energy consumption in the mobile cloud environment
increases in three algorithms, but the slope of the increase in the amount of energy consumption in the learner training
method is lower than the two methods of ant colony and genetics, and as the number of queries increases, the learner
training algorithm performs better than the two methods. Ant colony method and genetics.
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