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Abstract

We consider two simple non-resonant boundary value problems for a nabla fractional difference equation. First, we
construct associated Green’s functions and obtain some of their properties. Under suitable constraints on the nonlinear
part of the nabla fractional difference equation, we deduce sufficient conditions for the existence of solutions to the
considered problems through an appropriate fixed point theorem. We also provide two examples to demonstrate the
applicability of the established results.
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1 Introduction

Nabla fractional calculus is an integrated theory of arbitrary order sums and differences in the backward sense.
The concept of nabla fractional difference traces back to the works of many famous researchers in the last two decades.
For a detailed introduction to the evolution of nabla fractional calculus, we refer to a recent monograph [7] and the
references therein.

During the past decade, there has been an increasing interest in analyzing nabla fractional boundary value problems.
To name a few notable works, we refer to [2, 3, 5, 6, 8, 9, 11, 12, 13]. In this line, we investigate two simple non-resonant
nabla fractional boundary value problems. Specifically, we shall consider{(

∇ν
ρ(a)u

)
(t) + f(t, u(t)) = 0, t ∈ Nb

a+2,(
∇u

)
(a+ 1) = 0,

(
∇u

)
(b) = 0,

(1.1)

and {(
∇ν

ρ(a)u
)
(t) = f(t, u(t)), t ∈ Nb

a+2,

u(a) = 0,
(
∇u

)
(a+ 1) =

(
∇u

)
(b),

(1.2)

where a, b ∈ R such that b − a ∈ N3 = {3, 4, 5, · · · }, Nb
a+2 = {a + 2, a + 3, · · · , b}, f : Nb

a+2 × R → R, 1 < ν < 2 and
∇ν

ρ(a)u denotes the νth-order Riemann–Liouville nabla fractional difference of u based at ρ(a) = a− 1.

The present article is organized as follows: Section 2 contains preliminaries on discrete fractional calculus. We
construct associated Green’s functions and obtain some of their properties in Section 3. We deduce sufficient conditions
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for the existence of solutions to (1.1) and (1.2) in Section 4 by employing the Leray–Schauder nonlinear alternative
coupled with some suitable constraints on the nonlinear part of the nabla fractional difference equation. We also
provide two examples to demonstrate the applicability of the established results in Section 5.

Remark 1.1. The boundary value problems (1.1) and (1.2) are not at resonance because the corresponding homoge-
neous problems {(

∇ν
ρ(a)u

)
(t) = 0, t ∈ Nb

a+2,(
∇u

)
(a+ 1) = 0,

(
∇u

)
(b) = 0,

(1.3)

and {(
∇ν

ρ(a)u
)
(t) = 0, t ∈ Nb

a+2,

u(a) = 0,
(
∇u

)
(a+ 1) =

(
∇u

)
(b),

(1.4)

have only trivial solutions. As ν → 2, the boundary value problems (1.1) and (1.2) reduce to the following second-order
discrete boundary value problems, respectively.{(

∇2u
)
(t) + f(t, u(t)) = 0, t ∈ Nb

a+2,(
∇u

)
(a+ 1) = 0,

(
∇u

)
(b) = 0,

(1.5)

and {(
∇2u

)
(t) = f(t, u(t)), t ∈ Nb

a+2,

u(a) = 0,
(
∇u

)
(a+ 1) =

(
∇u

)
(b).

(1.6)

These problems are at resonance because the corresponding homogeneous problems{(
∇2u

)
(t) = 0, t ∈ Nb

a+2,(
∇u

)
(a+ 1) = 0,

(
∇u

)
(b) = 0,

(1.7)

and {(
∇2u

)
(t) = 0, t ∈ Nb

a+2,

u(a) = 0,
(
∇u

)
(a+ 1) =

(
∇u

)
(b),

(1.8)

have nontrivial solutions. This shows that the memory property of nabla fractional difference operators play an
important role in describing the behaviour of solutions of the corresponding nabla fractional boundary value problems.

2 Preliminaries

We shall use the following fundamentals of discrete calculus [4] and discrete fractional calculus [7] throughout the
article. Denote by Nc = {c, c+ 1, c+ 2, . . .} and Nd

c = {c, c+ 1, c+ 2, . . . , d}, for any real numbers c and d such that
d− c ∈ N1.

Definition 2.1. [4] The backward jump operator ρ : Nc+1 → Nc is defined by

ρ(t) = t− 1, t ∈ Nc+1.

Definition 2.2. [7] For t ∈ R \ {. . . ,−2,−1, 0} and µ ∈ R such that (t + µ) ∈ R \ {. . . ,−2,−1, 0}, the generalized
rising function is defined by

tµ =
Γ(t+ µ)

Γ(t)
.

Here Γ(·) denotes the Euler gamma function. Also, if t ∈ {. . . ,−2,−1, 0} and µ ∈ R such that (t + µ) ∈
R \ {. . . ,−2,−1, 0}, then we use the convention that tµ = 0.

Definition 2.3. [7] The µth-order nabla fractional Taylor monomial is defined by

Hµ(t, a) =
(t− a)µ

Γ(µ+ 1)
, µ ∈ R \ {. . . ,−2,−1},

provided the right-hand side exists.
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Definition 2.4. [4] Let u : Na → R and N ∈ N1. The first order nabla difference of u is defined by(
∇u

)
(t) = u(t)− u(t− 1), t ∈ Na+1,

and the N th-order nabla difference of u is defined recursively by(
∇Nu

)
(t) =

(
∇
(
∇N−1u

))
(t), t ∈ Na+N .

Definition 2.5. [7] Let u : Na+1 → R and ν > 0. The νth-order nabla sum of u based at a is given by

(
∇−ν

a u
)
(t) =

t∑
s=a+1

Hν−1(t, ρ(s))u(s), t ∈ Na,

where by convention
(
∇−ν

a u
)
(a) = 0.

Definition 2.6. [7] Let u : Na+1 → R, ν > 0 and choose N ∈ N1 such that N − 1 < ν ≤ N . The νth-order
Riemann–Liouville nabla difference of u based at a is given by(

∇ν
au

)
(t) =

(
∇N

(
∇−(N−ν)

a u
))

(t), t ∈ Na+N .

In the subsequent lemmas, we collect a few properties of nabla fractional Taylor monomials.

Lemma 2.7. [7] The following properties hold, provided the expressions in this lemma are well defined.

1. Hµ(a, a) = 0;

2. H0(t, a) = 1;

3. Hµ(t, a) = 0 for t ∈ Na and µ ∈ {. . . ,−2,−1};
4. Hµ(t, ρ(a)) = Hµ(t+ 1, a);

5. Hµ(t, a+ 1) = Hµ(t− 1, a);

6. ∇Hµ(t, a) = Hµ−1(t, a);

7. ∇Hµ(b, t) = −Hµ−1(b+ 1, t);

8. Hµ(t, a)−Hµ−1(t, a) = Hµ(t, a+ 1);

9. If 0 < µ < t ≤ r, then r−µ ≤ t−µ.

Lemma 2.8. [9] Let s ∈ Na and µ > −1. Then, the following properties hold:

(a) If t ∈ Nρ(s), then Hµ(t, ρ(s)) ≥ 0;

(b) If t ∈ Ns, then Hµ(t, ρ(s)) > 0;

(c) If t ∈ Nρ(s) and µ ≥ 0, then Hµ(t, ρ(s)) is a decreasing function of s;

(d) If t ∈ Ns and −1 < µ < 0, then Hµ(t, ρ(s)) is an increasing function of s;

(e) If t ∈ Nρ(s) and µ ≥ 0, then Hµ(t, ρ(s)) is a nondecreasing function of t;

(f) If t ∈ Ns and µ ≥ 0, then Hµ(t, ρ(s)) is an increasing function of t;

(g) If t ∈ Ns+1 and −1 < µ < 0, then Hµ(t, ρ(s)) is a decreasing function of t.

We require the following composition rule of nabla fractional sum in the next section.

Lemma 2.9. [7] Let k ∈ N0, µ > 0 and choose N ∈ N1 such that N − 1 < µ ≤ N . Then,(
∇k

(
∇−µ

a u
))

(t) =
(
∇k−µ

a u
)
(t), t ∈ Na+k.
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3 Green’s Functions & Their Properties

In this section, we construct associated Green’s functions for the following linear boundary value problems and
deduce their properties. {(

∇ν
ρ(a)u

)
(t) + h(t) = 0, t ∈ Nb

a+2,(
∇u

)
(a+ 1) = 0,

(
∇u

)
(b) = 0,

(3.1)

and {(
∇ν

ρ(a)u
)
(t) = h(t), t ∈ Nb

a+2,

u(a) = 0,
(
∇u

)
(a+ 1) =

(
∇u

)
(b),

(3.2)

where h : Nb
a+2 → R. We begin with the following lemma and remark.

Lemma 3.1. Let 0 < µ < 1. Denote by

Gµ(t) = Hµ(t, ρ(a))− µHµ(t, a), t ∈ Na.

Then, the following properties hold:

(I) Gµ(a) = 1;

(II) Gµ(t) > 0 for t ∈ Na;

(III) Gµ−1(t) > 0 for t ∈ Na;

(IV) Gµ(t) is a nondecreasing function of t;

(V) 0 ≤
(
∇Gµ

)
(t) < Gµ(t) for t ∈ Na+1.

Proof . The proof of (I) follows from Definition 2.3 and Lemma 2.7 (1). To prove (II), for t ∈ Na, consider

Gµ(t) = Hµ(t, ρ(a))− µHµ(t, a)

= Hµ(t+ 1, a)− µHµ(t, a) (By Lemma 2.7 (4))

> Hµ(t+ 1, a)−Hµ(t, a)

> 0. (By Lemma 2.8 (f))

The proof of (II) is complete. To prove (III), for t ∈ Na, consider

Gµ−1(t) = Hµ−1(t, ρ(a))− (µ− 1)Hµ−1(t, a)

> 0. (By Lemma 2.8 (a, b))

The proof of (III) is complete. To prove (IV), for t ∈ Na+1, consider(
∇Gµ

)
(t) = ∇ [Hµ(t, ρ(a))− µHµ(t, a)]

= Hµ−1(t, ρ(a))− µHµ−1(t, a) (By Lemma 2.7 (6))

=
1

Γ(µ)

[
(t− ρ(a))µ−1

]
− µ

Γ(µ)

[
(t− a)µ−1

]
(By Definition 2.3)

=
1

Γ(µ)

[
Γ(t− a+ µ)

Γ(t− a+ 1)
− µ

Γ(t− a+ µ− 1)

Γ(t− a)

]
(By Definition 2.2)

=
1

Γ(µ)

Γ(t− a+ µ− 1)

Γ(t− a)

[
(t− a+ µ− 1)

(t− a)
− µ

]
=

1

Γ(µ)

Γ(t− a+ µ− 1)

Γ(t− a)

[
1 +

(µ− 1)

(t− a)
− µ

]
=

(1− µ)

Γ(µ)

Γ(t− a+ µ− 1)

Γ(t− a)

[
1− 1

(t− a)

]
.

Since 0 < µ < 1 and t ∈ Na+1, we have (1−µ) > 0, Γ(µ) > 0, Γ(t− a+µ− 1) > 0, Γ(t− a) > 0 and 1− 1
(t−a) ≥ 0,

implying that
(
∇Gµ

)
(t) ≥ 0 for t ∈ Na+1. Therefore, Gµ(t) is a nondecreasing function of t. The proof of (IV) is
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complete. To prove (V), for t ∈ Na+1, consider(
∇Gµ

)
(t)−Gµ(t) = ∇ [Hµ(t, ρ(a))− µHµ(t, a)]− [Hµ(t, ρ(a))− µHµ(t, a)]

= [Hµ−1(t, ρ(a))− µHµ−1(t, a)]− [Hµ(t, ρ(a))− µHµ(t, a)] (By Lemma 2.7 (6))

= − [Hµ(t, ρ(a))−Hµ−1(t, ρ(a))] + µ [Hµ(t, a)−Hµ−1(t, a)]

= −Hµ(t, a) + µHµ(t, a+ 1) (By Lemma 2.7 (8))

= −Hµ(t, a) + µHµ(t− 1, a) (By Lemma 2.7 (5))

< −Hµ(t, a) +Hµ(t− 1, a)

= − [Hµ(t, a)−Hµ(t− 1, a)] < 0. (By Lemma 2.8 (f))

From (IV), we have that
(
∇Gµ

)
(t) ≥ 0 for t ∈ Na+1. The proof of (V) is complete. □

Remark 3.2. Since (b− a) ∈ N3 and (2− ν) < 3, from Definition 2.3 and Lemma 2.7 (9), we have

Hν−2(b, a) =
1

Γ(ν − 1)

[
(b− a)ν−2

]
≤ 1

Γ(ν − 1)

[
3ν−2

]
=
ν(ν − 1)

2
,

implying that Hν−2(b, a) < 1.

Theorem 3.3. The unique solution of the linear boundary value problem (3.1) is given by

u(t) =

b∑
s=a+2

G(t, s)h(s), t ∈ Nb
a, (3.3)

where

G(t, s) =

{
G1(t, s), t ∈ Nρ(s)

a ,

G2(t, s), t ∈ Nb
s.

(3.4)

Here

G1(t, s) =
Gν−1(t)(
∇Gν−1

)
(b)

Hν−2(b, ρ(s)), (3.5)

and
G2(t, s) = G1(t, s)−Hν−1(t, ρ(s)). (3.6)

Proof . Applying ∇−ν
a+1 on both sides of the nabla fractional difference equation in (3.1), we obtain

u(t) = C1Hν−1(t, ρ(a)) + C2Hν−2(t, ρ(a))−
(
∇−ν

a+1h
)
(t), t ∈ Na, (3.7)

where C1 and C2 are arbitrary constants. Now, applying ∇ on both sides of (3.7), using Lemma 2.7 (6) and Lemma
2.9, we obtain (

∇u
)
(t) = C1Hν−2(t, ρ(a)) + C2Hν−3(t, ρ(a))−

(
∇1−ν

a+1h
)
(t), t ∈ Na. (3.8)

Using the first boundary condition
(
∇u

)
(a+ 1) = 0 in (3.8), we get

(ν − 1)C1 + (ν − 2)C2 = 0. (3.9)

Using the second boundary condition
(
∇u

)
(b) = 0 in (3.8), we get

C1Hν−2(b, ρ(a)) + C2Hν−3(b, ρ(a)) =
(
∇1−ν

a+1h
)
(b). (3.10)

It follows from Lemma 2.7 (8) and (3.9) that

C1Hν−2(b, ρ(a)) + C2Hν−3(b, ρ(a)) = C1

[
Hν−2(b, ρ(a)) +

(ν − 1)

(2− ν)
Hν−3(b, ρ(a))

]
= C1

[
Hν−2(b, ρ(a))− (ν − 1)Hν−2(b, a)

(2− ν)

]
. (3.11)
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Using (3.11) in (3.10) and rearranging the terms, we obtain

C1 =

[
(2− ν)

Hν−2(b, ρ(a))− (ν − 1)Hν−2(b, a)

] b∑
s=a+2

Hν−2(b, ρ(s))h(s). (3.12)

Then, from (3.9), we have

C2 =

[
(ν − 1)

Hν−2(b, ρ(a))− (ν − 1)Hν−2(b, a)

] b∑
s=a+2

Hν−2(b, ρ(s))h(s). (3.13)

It follows from Lemma 2.7 (8) and (3.9) that

(2− ν)Hν−1(t, ρ(a)) + (ν − 1)Hν−2(t, ρ(a)) = Hν−1(t, ρ(a))− (ν − 1) [Hν−1(t, ρ(a))−Hν−2(t, ρ(a))]

= Hν−1(t, ρ(a))− (ν − 1)Hν−1(t, a). (3.14)

Substituting the expressions for C1 and C2 from (3.12) and (3.13) in (3.7) and using (3.14), we obtain (3.3). The
proof is complete. □

Theorem 3.4. The unique solution of the linear boundary value problem (3.2) is given by

u(t) =

b∑
s=a+2

H(t, s)h(s), t ∈ Nb
a, (3.15)

where

H(t, s) =

{
H1(t, s), t ∈ Nρ(s)

a ,

H2(t, s), t ∈ Nb
s.

(3.16)

Here

H1(t, s) =
Hν−1(t, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
, (3.17)

and
H2(t, s) = H1(t, s) +Hν−1(t, ρ(s)). (3.18)

Proof . Applying ∇−ν
a+1 on both sides of the nabla fractional difference equation in (3.2), we obtain

u(t) = C1Hν−1(t, ρ(a)) + C2Hν−2(t, ρ(a)) +
(
∇−ν

a+1h
)
(t), t ∈ Na, (3.19)

where C1 and C2 are arbitrary constants. Now, applying ∇ on both sides of (3.19), using Lemma 2.7 (6) and Lemma
2.9, we obtain (

∇u
)
(t) = C1Hν−2(t, ρ(a)) + C2Hν−3(t, ρ(a)) +

(
∇1−ν

a+1h
)
(t), t ∈ Na. (3.20)

Using the first boundary condition u(a) = 0 in (3.19), we get

C1 + C2 = 0. (3.21)

Using the second boundary condition
(
∇u

)
(a+ 1) =

(
∇u

)
(b) in (3.20), we get

(ν − 1)C1 + (ν − 2)C2 = C1Hν−2(b, ρ(a)) + C2Hν−3(b, ρ(a)) +
(
∇1−ν

a+1h
)
(b). (3.22)

Solving (3.21) and (3.22) for C1 and C2, we obtain

C1 =
1

1−Hν−2(b, a)

b∑
s=a+2

Hν−2(b, ρ(s))h(s), (3.23)

and

C2 = − 1

1−Hν−2(b, a)

b∑
s=a+2

Hν−2(b, ρ(s))h(s). (3.24)

Substituting the expressions for C1 and C2 from (3.23) and (3.24) in (3.19), we obtain (3.15). The proof is complete.
□
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Lemma 3.5. The Green’s function G(t, s) defined in (3.4) satisfies the following properties:

1. G1(t, s) > 0 for t ∈ Nb−1
a and s ∈ Nb

t+1;

2. G1(t, s) is an increasing function of s for a fixed t ∈ Nb−1
a ;

3. G2(t, s) is an increasing function of s for a fixed t ∈ Nb
a+2;

4. For t ∈ Nb
a,

max
s∈Nb

a+2

|G(t, s)| = G̃(t),

where

G̃(t) =


G1(a, b), t = a,

G1(a+ 1, b), t = a+ 1,

max
{
G1(t, b), |G2(t, a+ 2)| , |G2(t, b)|

}
, t ∈ Nb−1

a+2,

max
{
|G2(b, a+ 2)| , |G2(b, b)|

}
, t = b.

(3.25)

Proof . Throughout the proof, ∇ denotes the first order backward difference operator with respect to s. To prove
(1), for t ∈ Nb−1

a and s ∈ Nb
t+1, consider

G1(t, s) =
Gν−1(t)(
∇Gν−1

)
(b)

Hν−2(b, ρ(s)).

It follows from Lemma 2.8 (b) and Lemma 3.1 that Gν−1(t) > 0,
(
∇Gν−1

)
(b) > 0 and Hν−2(b, ρ(s)) > 0, implying

that G1(t, s) > 0 for t ∈ Nb−1
a and s ∈ Nb

t+1. The proof of (1) is complete. To prove (2), for a fixed t ∈ Nb−1
a and

s ∈ Nb
t+1, consider

∇G1(t, s) = ∇

[
Gν−1(t)(
∇Gν−1

)
(b)

Hν−2(b, ρ(s))

]

=
Gν−1(t)(
∇Gν−1

)
(b)

[∇Hν−2(b, ρ(s))]

= − Gν−1(t)(
∇Gν−1

)
(b)

Hν−3(b+ 1, ρ(s)) (By Lemma 2.7 (7))

= − Gν−1(t)(
∇Gν−1

)
(b)

[
Γ(b− s+ ν − 1)

Γ(b− s+ 2)Γ(ν − 2)

]
= (2− ν)

Gν−1(t)(
∇Gν−1

)
(b)

[
Γ(b− s+ ν − 1)

Γ(b− s+ 2)Γ(ν − 1)

]
=

(2− ν)

(b− s+ 1)

Gν−1(t)(
∇Gν−1

)
(b)

Hν−2(b, ρ(s)). (3.26)

Clearly, (2− ν) > 0 and (b− s+ 1) > 0 for s ∈ Nb
t+1 and t ∈ Nb−1

a . It follows from Lemma 2.8 (b) and Lemma 3.1
that Gν−1(t) > 0,

(
∇Gν−1

)
(b) > 0 and Hν−2(b, ρ(s)) > 0, implying that

∇G1(t, s) =
(2− ν)

(b− s+ 1)

Gν−1(t)(
∇Gν−1

)
(b)

Hν−2(b, ρ(s)) > 0

for a fixed t ∈ Nb−1
a and s ∈ Nb

t+1. Therefore, G1(t, s) is an increasing function of s for a fixed t ∈ Nb−1
a . The proof of

(2) is complete. To prove (3), for a fixed t ∈ Nb
a+2 and s ∈ Nt

a+2, consider

∇G2(t, s) = ∇ [G1(t, s)−Hν−1(t, ρ(s))]

= ∇

[
Gν−1(t)(
∇Gν−1

)
(b)

Hν−2(b, ρ(s))−Hν−1(t, ρ(s))

]

=
(2− ν)

(b− s+ 1)

Gν−1(t)(
∇Gν−1

)
(b)

Hν−2(b, ρ(s)) (By (3.26))

+Hν−2(t+ 1, ρ(s)). (By Lemma 2.7 (7))
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Clearly, (2− ν) > 0 and (b− s+1) > 0 for s ∈ Nt
a+2 and t ∈ Nb

a+2. It follows from Lemma 2.8 (b) and Lemma 3.1
that Gν−1(t) > 0,

(
∇Gν−1

)
(b) > 0, Hν−2(b, ρ(s)) > 0 and Hν−2(t+ 1, ρ(s)) > 0, implying that

∇G2(t, s) =
(2− ν)

(b− s+ 1)

Gν−1(t)(
∇Gν−1

)
(b)

Hν−2(b, ρ(s)) +Hν−2(t+ 1, ρ(s)) > 0

for a fixed t ∈ Nb
a+2 and s ∈ Nt

a+2. Therefore, G2(t, s) is an increasing function of s for a fixed t ∈ Nb
a+2. Finally, we

prove (4). It follows from (1) - (3) that

max
s∈Nb

t+1

|G1(t, s)| = max
s∈Nb

t+1

G1(t, s) = G1(t, b), t ∈ Nb−1
a ,

and
max

s∈Nt
a+2

|G2(t, s)| = max
{
|G2(t, a+ 2)| , |G2(t, t)|

}
, t ∈ Nb

a+2,

implying that

max
s∈Nb

a+2

|G(t, s)| = max
{
G1(t, b), |G2(t, a+ 2)| , |G2(t, t)|

}
, t ∈ Nb−1

a+2. (3.27)

We also have that
max

s∈Nb
a+1

|G1(a, s)| = max
s∈Nb

a+1

G1(a, s) = G1(a, b), (3.28)

max
s∈Nb

a+1

|G1(a+ 2, s)| = max
s∈Nb

a+1

G1(a+ 2, s) = G1(a+ 2, b), (3.29)

and

max
s∈Nb

a+2

|G(b, s)| = max
s∈Nb

a+2

|G2(b, s)| = max
{
|G2(b, a+ 2)| , |G2(b, b)|

}
. (3.30)

Then, from (3.27) - (3.30), we obtain (5). The proof is complete. □

Remark 3.6. Denote by
Λ = max

t∈Nb
a

G̃(t).

Consequently,
max

(t,s)∈Nb
a×Nb

a+2

|G(t, s)| = Λ.

Lemma 3.7. The Green’s function H(t, s) defined in (3.16) satisfies the following properties:

1. H1(t, s) ≥ 0 for t ∈ Nρ(s)
a and s ∈ Nb

a+2;

2. H2(t, s) > 0 for t ∈ Nb
s and s ∈ Nb

a+2;

3. H1(t, s) is an increasing function of t for a fixed s ∈ Nb
a+2;

4. H2(t, s) is an increasing function of t for a fixed s ∈ Nb
a+2;

5. For s ∈ Nb
a+2,

max
t∈Nb

a

H(t, s) = H(b, s).

6. For s ∈ Nb
a+2,

min
t∈Nb

a+1

H(t, s) = H(a+ 1, s).

Proof . Throughout the proof, ∇ denotes the first order backward difference operator with respect to t. To prove

(1), for t ∈ Nρ(s)
a and s ∈ Nb

a+2, consider

H1(t, s) =
Hν−1(t, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
.
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It follows from Lemma 2.8 (a, b) and Remark 3.2 that Hν−1(t, a) ≥ 0, Hν−2(b, ρ(s)) > 0 and Hν−2(b, a) < 1,

implying that H1(t, s) ≥ 0 for t ∈ Nρ(s)
a and s ∈ Nb

a+2. The proof of (1) is complete. To prove (2), for t ∈ Nb
s and

s ∈ Nb
a+2, consider

H2(t, s) = H1(t, s) +Hν−1(t, ρ(s)) =
Hν−1(t, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
+Hν−1(t, ρ(s)).

It follows from Lemma 2.8 (b) and Remark 3.2 that Hν−1(t, a) > 0, Hν−2(b, ρ(s)) > 0, Hν−1(t, ρ(s)) > 0 and
Hν−2(b, a) < 1, implying that H2(t, s) > 0 for t ∈ Nb

s and s ∈ Nb
a+2. The proof of (2) is complete. To prove (3), for a

fixed s ∈ Nb
a+2 and t ∈ Nρ(s)

a+1, consider

∇H1(t, s) = ∇
[
Hν−1(t, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)

]
=
Hν−2(t, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
. (By Lemma 2.7 (6))

It follows from Lemma 2.8 (b) and Remark 3.2 that Hν−2(t, a) > 0, Hν−2(b, ρ(s)) > 0 and Hν−2(b, a) < 1, implying
that

∇H1(t, s) =
Hν−2(t, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
> 0

for a fixed s ∈ Nb
a+2 and t ∈ Nρ(s)

a+1. Therefore, H1(t, s) is an increasing function of t for a fixed s ∈ Nb
a+2. The proof

of (3) is complete. To prove (4), for a fixed s ∈ Nb
a+2 and t ∈ Nb

s, consider

∇H2(t, s) = ∇ [H1(t, s) +Hν−1(t, ρ(s))]

= ∇
[
Hν−1(t, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
+Hν−1(t, ρ(s))

]
=
Hν−2(t, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
+Hν−2(t, ρ(s)) (By Lemma 2.7 (6)).

It follows from Lemma 2.8 (b) and Remark 3.2 that Hν−2(t, a) > 0, Hν−2(b, ρ(s)) > 0, Hν−2(t, ρ(s)) > 0 and
Hν−2(b, a) < 1, implying that

∇H2(t, s) =
Hν−2(t, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
+Hν−2(t, ρ(s)) > 0

for a fixed s ∈ Nb
a+2 and t ∈ Nb

s. Therefore, H2(t, s) is an increasing function of t for a fixed s ∈ Nb
a+2. The proof of

(4) is complete. From (1) - (4), we have

0 ≤ H1(a, s) ≤ H1(t, s) ≤ H1(ρ(s), s), s ∈ Nb
a+2,

and
0 < H2(s, s) ≤ H2(t, s) ≤ H2(b, s), s ∈ Nb

a+2.

Therefore,

max
t∈Nb

a

H(t, s) = max
{
H1(ρ(s), s),H2(b, s)

}
, s ∈ Nb

a+2, (3.31)

and
min

t∈Nb
a+1

H(t, s) = min
{
H1(a+ 1, s),H2(s, s)

}
, s ∈ Nb

a+2. (3.32)

We have

H1(ρ(s), s) =
Hν−1(s− 1, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
,

and

H2(b, s) = H1(b, s) +Hν−1(b, ρ(s)) =
Hν−1(b, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
+Hν−1(b, ρ(s)).
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Clearly, from Lemma 2.8 (b, f), we have

Hν−1(s− 1, a) < Hν−1(b, a), Hν−1(b, ρ(s)) > 0, s ∈ Nb
a+2,

implying that
H1(ρ(s), s) < H2(b, s), s ∈ Nb

a+2.

The statement of (5) follows from (3.31). Also, we have

H1(a+ 1, s) =
Hν−1(a+ 1, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
=

Hν−2(b, ρ(s))

1−Hν−2(b, a)
,

and

H2(s, s) = H1(s, s) +Hν−1(s, ρ(s)) =
Hν−1(s, a)Hν−2(b, ρ(s))

1−Hν−2(b, a)
+ 1.

Clearly, from Lemma 2.8 (b, f), we have

Hν−1(s, a) > 1, s ∈ Nb
a+2,

implying that
H1(a+ 1, s) < H2(s, s), s ∈ Nb

a+2.

The statement of (6) follows from (3.32). □

Remark 3.8. Denote by
Θ = max

s∈Nb
a+2

H(b, s).

Consequently,
max

(t,s)∈Nb
a×Nb

a+2

H(t, s) = Θ.

4 Main Results

In this section, we state and prove the existence results for the boundary value problems (1.1) and (1.2). By
Theorem 3.3, we observe that u is a solution of (1.1) if and only if u is a solution of the summation equation

u(t) =

b∑
s=a+2

G(t, s)f(s, u(s)), t ∈ Nb
a. (4.1)

By Theorem 3.4, we observe that u is a solution of (1.2) if and only if u is a solution of the summation equation

u(t) =

b∑
s=a+2

H(t, s)f(s, u(s)), t ∈ Nb
a. (4.2)

Any solution u : Nb
a → R of (1.1) (or (1.2)) can be viewed as a real (b− a+ 1)-tuple vector. Let

E =
{
u : u : Nb

a → R
∣∣∣ (∇u)(a+ 1) = 0,

(
∇u

)
(b) = 0

}
,

and
F =

{
u : u : Nb

a → R
∣∣∣ u(a) = 0,

(
∇u

)
(a+ 1) =

(
∇u

)
(b)

}
.

Then, E and F are Banach spaces equipped with the maximum norm defined by

∥u∥ = max
t∈Nb

a

|u(t)| .
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Define the operators T : E → E and S : F → F by

(
Tu

)
(t) =

b∑
s=a+2

G(t, s)f(s, u(s)), t ∈ Nb
a, (4.3)

and (
Su

)
(t) =

b∑
s=a+2

H(t, s)f(s, u(s)), t ∈ Nb
a. (4.4)

Clearly, u is a fixed point of T if and only if u is a solution of (1.1), and u is a fixed point of S if and only if u is
a solution of (1.2). Now, we search for nontrivial fixed points of T and S in order to identify nontrivial solutions of
(1.1) and (1.2), respectively. The following fixed point theorem will be essential in this direction.

Theorem 4.1. [1] (Leray–Schauder Nonlinear Alternative) Let (E, ∥·∥) be a Banach space, K be a closed and convex
subset of E, U be a relatively open subset of K such that 0 ∈ U , and T : Ū → K be completely continuous. Then,
either

(i) u = Tu has a solution in Ū ; or

(ii) There exist u ∈ ∂U and λ ∈ (0, 1) such that u = λTu.

Theorem 4.2. Assume that

(A 1) There exist ϕ : Nb
a+2 → [0,∞) and a nondecreasing function ψ : [0,∞) → [0,∞) such that

|f(t, r)| ≤ ϕ(t)ψ (|r|) , (t, r) ∈ Nb
a+2 × R.

(A 2) There exists L > 0 such that
L

ΛΩ(b− a− 1)ψ (L)
> 1,

where
Ω = max

t∈Nb
a+2

ϕ(t).

Then, the boundary value problem (1.1) has a solution defined on Nb
a.

Proof . We first show that T maps bounded sets into bounded sets. For this purpose, for r > 0, let

Br = {u ∈ E : ∥u∥ ≤ r},

be a bounded subset of E. Then, by (A 1), for t ∈ Nb
a and u ∈ Br,

∣∣(Tu)(t)∣∣ ≤ b∑
s=a+2

|G(t, s)| |f(s, u(s))|

≤ Λ

b∑
s=a+2

ϕ(s)ψ (|u(s)|)

≤ Λψ (∥u∥)
b∑

s=a+2

ϕ(s)

≤ ΛΩ(b− a− 1)ψ (r) ,

implying that ∣∣(Tu)(t)∣∣ ≤ ΛΩ(b− a− 1)ψ (r) .

Thus, T maps Br into a bounded set. Since Nb
a is a discrete set, it follows immediately that T maps Br into an

equicontinuous set. Therefore, by the Arzela–Ascoli theorem, T is completely continuous. Next, we suppose u ∈ E
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and that for some 0 < λ < 1, u = λTu. Then, for t ∈ Nb
a, and again by (A 1),

|u(t)| =
∣∣λ(Tu)(t)∣∣

≤
b∑

s=a+2

|G(t, s)| |f(s, u(s))|

≤ Λ

b∑
s=a+2

ϕ(s)ψ (|u(s)|)

≤ Λψ (∥u∥)
b∑

s=a+2

ϕ(s)

≤ ΛΩ(b− a− 1)ψ (∥u∥) ,

implying that
∥u∥

ΛΩ(b− a− 1)ψ (∥u∥)
≤ 1.

It follows from (A 2) that ∥u∥ ≠ L. If we set

U =
{
u ∈ E : ∥u∥ < L

}
,

then the operator T : Ū → E is completely continuous. From the choice of U , then there is no u ∈ ∂U such that
u = λTu, for some 0 < λ < 1. It follows from Theorem 4.1 that T has a fixed point u0 ∈ Ū , which is a desired solution
of (1.1). □

Theorem 4.3. Assume that (A 1) and

(A 3) There exists M > 0 such that
M

ΘΩ(b− a− 1)ψ (M)
> 1,

where
Ω = max

t∈Nb
a+2

ϕ(t).

Then, the boundary value problem (1.2) has a solution defined on Nb
a.

Proof . We first show that S maps bounded sets into bounded sets. For this purpose, for r > 0, let

Br = {u ∈ F : ∥u∥ ≤ r},

be a bounded subset of F . Then, by (A 1), for t ∈ Nb
a and u ∈ Br,

∣∣(Su)(t)∣∣ ≤ b∑
s=a+2

H(t, s) |f(s, u(s))|

≤ Θ

b∑
s=a+2

ϕ(s)ψ (|u(s)|)

≤ Θψ (∥u∥)
b∑

s=a+2

ϕ(s)

≤ ΘΩ(b− a− 1)ψ (r) ,

implying that ∣∣(Su)(t)∣∣ ≤ ΘΩ(b− a− 1)ψ (r) .
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Thus, S maps Br into a bounded set. Since Nb
a is a discrete set, it follows immediately that S maps Br into an

equicontinuous set. Therefore, by the Arzela–Ascoli theorem, S is completely continuous. Next, we suppose u ∈ F
and that for some 0 < λ < 1, u = λSu. Then, for t ∈ Nb

a, and again by (A 1),

|u(t)| =
∣∣λ(Su)(t)∣∣

≤
b∑

s=a+2

H(t, s) |f(s, u(s))|

≤ Θ

b∑
s=a+2

ϕ(s)ψ (|u(s)|)

≤ Θψ (∥u∥)
b∑

s=a+2

ϕ(s)

≤ ΘΩ(b− a− 1)ψ (∥u∥) ,

implying that
∥u∥

ΘΩ(b− a− 1)ψ (∥u∥)
≤ 1.

It follows from (A 2) that ∥u∥ ≠M . If we set

U =
{
u ∈ F : ∥u∥ < M

}
,

then the operator S : Ū → F is completely continuous. From the choice of U , then there is no u ∈ ∂U such that
u = λSu, for some 0 < λ < 1. It follows from Theorem 4.1 that S has a fixed point u0 ∈ Ū , which is a desired solution
of (1.2). □

5 Examples

In this section, we provide two example to demonstrate the applicability of Theorems 4.2 and 4.3.

Example 5.1. Consider the boundary value problem{(
∇1.5

ρ(0)u
)
(t) + tu2(t) = 0, t ∈ N5

2,(
∇u

)
(1) = 0,

(
∇u

)
(5) = 0.

(5.1)

Here a = 0, b = 5, ν = 1.5 and f(t, r) = tr2. Clearly,

|f(t, r)| ≤ ϕ(t)ψ (|r|) , (t, r) ∈ N5
2 × R,

where
ϕ(t) = t, t ∈ N5

2,

and
ψ (|r|) = |r|2 = r2, r ∈ R.

Also, ϕ : N5
2 → [0,∞) and ψ : [0,∞) → [0,∞) is a nondecreasing function. Thus, the assumption (A 1) of Theorem

4.2 holds. Further, we have
Ω = max

t∈N5
2

ϕ(t) = 5.

Now, we calculate Λ. The Green’s function associated with the boundary value problem (5.1) is given by

G(t, s) =

{
G1(t, s), t ∈ Nρ(s)

0 ,

G2(t, s), t ∈ N5
s,

(5.2)
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where

G1(t, s) =
G0.5(t)(

∇Gν−1

)
(5)

H−0.5(5, ρ(s)), (5.3)

and

G2(t, s) =
G0.5(t)(
∇G0.5

)
(5)

H−0.5(5, ρ(s))−H0.5(t, ρ(s)). (5.4)

It follows from Lemma 3.5 that
max
s∈N5

2

|G(t, s)| = G̃(t), t ∈ N5
0,

where

G̃(t) =


G1(0, 5), t = 0,

G1(1, 5), t = 1,

max
{
G1(t, 5), |G2(t, 2)| , |G2(t, 5)|

}
, t ∈ N4

2,

max
{
|G2(5, 2)| , |G2(5, 5)|

}
, t = 5.

(5.5)

Then,
Λ = max

t∈N5
0

G̃(t) = max
(t,s)∈N5

0×N5
2

|G(t, s)| = 12.5.

There exists 0 < L < 1
250 such that

L

(12.5)(5)(4)L2
> 1,

implying that the assumption (A 2) of Theorem 4.2 holds. Therefore, by Theorem 4.2, the boundary value problem
(1.1) has a solution defined on N5

0.

Example 5.2. Consider the boundary value problem{(
∇1.5

ρ(0)u
)
(t) = tu2(t), t ∈ N5

2,

u(0) = 0,
(
∇u

)
(1) =

(
∇u

)
(5),

(5.6)

Here a = 0, b = 5, ν = 1.5 and f(t, r) = −tr2. Clearly,

|f(t, r)| ≤ ϕ(t)ψ (|r|) , (t, r) ∈ N5
2 × R,

where
ϕ(t) = t, t ∈ N5

2,

and
ψ (|r|) = |r|2 = r2, r ∈ R.

Also, ϕ : N5
2 → [0,∞) and ψ : [0,∞) → [0,∞) is a nondecreasing function. Thus, the assumption (A 1) of Theorem

4.3 holds. Further, we have
Ω = max

t∈N5
2

ϕ(t) = 5.

Now, we calculate Θ. The Green’s function associated with the boundary value problem (5.1) is given by

H(t, s) =

{
H1(t, s), t ∈ Nρ(s)

0 ,

H2(t, s), t ∈ N5
s,

(5.7)

where

H1(t, s) =
H0.5(t, 0)H−0.5(5, ρ(s))

1−H−0.5(5, 0)
, (5.8)

and

H2(t, s) =
H0.5(t, 0)H−0.5(5, ρ(s))

1−H−0.5(5, 0)
−H0.5(t, ρ(s)). (5.9)
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It follows from Lemma 3.7 that
max
t∈N5

0

H(t, s) = H(5, s), s ∈ N5
0,

where

H(5, s) =
H0.5(5, 0)H−0.5(5, ρ(s))

1−H−0.5(5, 0)
+H0.5(5, ρ(s)), s ∈ N5

0. (5.10)

Then,
Θ = max

s∈N5
0

H(5, s) = max
(t,s)∈N5

0×N5
2

H(t, s) = 4.3870.

There exists 0 < M < 1
88 such that

M

(4.3870)(5)(4)M2
> 1,

implying that the assumption (A 3) of Theorem 4.3 holds. Therefore, by Theorem 4.3, the boundary value problem
(1.2) has a solution defined on N5

0.
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