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#### Abstract

In this paper, we prove the existence and uniqueness results to the random fractional functional differential equations under assumptions more general than the Lipschitz type condition. Moreover, the distance between the exact solution and appropriate solution, and the existence extremal solution of the problem is also considered.
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## 1. Introduction

Fractional differential equations have been of great interest recently due to the intensive development of the theory of fractional calculus itself and their application in various sciences, such as physics, chemistry, engineering, automatic control, social sciences, etc. For some fundamental results in the theory of fractional calculus and fractional differential equations (see [11, 15, 17, 18, 19]).

Random differential equations, as natural extensions of deterministic ones, arise in many applications and have been investigated by many mathematicians. There are real world phenomena with anomalous dynamics such as signal transmissions through strong magnetic fields, atmospheric diffusion of pollution, network traffic, the effect of speculations on the protability of stocks in the financial markets and so on where the classical models are not sufficiently good to describe these features. We refer the reader to the monographs [3, 24, 25, [26], the papers [4, 5, 6, 7, 13, 14] and the references therein.

In the time recent, the initial value problems for random fractional differential equation have studied by V. Lupulescu and S.K. Ntouyas [20]. The basic tool in the study of the problems for random fractional differential equation is to treat it as a fractional differential equation in some

[^0]appropriate Banach space. In [23], authors proved the existence results for a random fractional equation under a Carathéodory condition. Existence results for the extremal random solution are also proved. Several other research results [21, 22]. Being motivated by the works of authors [20, 23]. In this paper, we consider the random fractional functional differential equations as follows:
\[

\left\{$$
\begin{array}{l}
\mathcal{D}^{\alpha} x(t, \omega) \stackrel{[0, a], a, a . e \omega \in \Omega}{=} f_{\omega}\left(t, x_{t}\right)  \tag{1.1}\\
x(t, \omega) \stackrel{[-\sigma, 0]}{=} \varphi(t, \omega)
\end{array}
$$\right.
\]

The fractional differential equations with delay (1.1) are not new to the theory random differential equations. When the random parameter $\omega$ is absent, the random (1.1) reduce to the fractional functional differential equations,

$$
\begin{cases}\mathcal{D}^{\alpha} x(t)=f\left(t, x_{t}\right) & \text { for } t \in[0, a]  \tag{1.2}\\ x(t)=\varphi(t) & \text { for } t \in[-\sigma, 0]\end{cases}
$$

The classical fractional functional differential equations 1.2 has been studied in the literature by several authors for different aspects of the solutions. See, for example, M. Benchohra, el. al [2], J. Deng, el. al [10] and the references therein.

The paper is organized as follows. In Section 2 we set up the appropriate framework on random processes and on fractional calculus (see [20, 23, 27]). In section 3, we will prove the existence and uniqueness results to the random fractional functional differential equations under assumptions more general than the Lipschitz type condition. Moreover, the distance between exact solution and appropriate solution, and the existence extremal solution of the problem is also considered.

## 2. Preliminaries

In this section, we present a few definitions and concepts of the sample path fractional integral, the sample path fractional derivative and the metric space of random elements. The reader can see to detail results in the monographs [24, 25, 26], the papers [20] and the references therein. Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a complete probability space. Let $(S, \mathcal{B}(S))$ be a measurable space. If $S$ is a metric space, then the $\sigma$-algebra $\mathcal{B}(S)$ will be the $\sigma$-algebra of all Borel subsets of $S$. A measurable function $x: \Omega \rightarrow S$ is called a random element in $S$. A random element in $S$ is called a random variable when $S=\mathbb{R}$, a random vector when $S=\mathbb{R}^{d}$, and a random or stochastic process when $S$ is a function space.

### 2.1. The sample path fractional integral

Let $([0, a], \mathcal{L}, \lambda)$ be a Lebesgue- measure space where $a>0$ and let $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ be a product measurable function. We say that $x(\cdot, \cdot)$ is sample path Lebesgue integrable on $[0, a]$ if $x(\cdot, \omega):[0, a] \rightarrow \mathbb{R}^{d}$ is Legesgue integrable on $[0, a]$ for a.e. $\omega \in \Omega$. Let $\alpha>0$. If $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ is sample path Lebesgue integrable on $[0, a]$, then we can consider the fractional integral

$$
I^{\alpha} x(t, \omega)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{x(s, \omega)}{(t-s)^{1-\alpha}} d s
$$

which will be called the sample path fractional integral of $x$, where $\Gamma$ is the Euler's Gamma function
By the properties of convolution product (see [1]), it follows that, if $x(\cdot, \omega):[0, a] \rightarrow \mathbb{R}^{d}$ is Lebesgue integrable on $[0, a]$ for a.e. $\omega \in \Omega$, then $t \mapsto I^{\alpha} x(t, \omega)$ is also Lebesgue integrable on $[0, a]$ for a.e. $\omega \in \Omega$. A function $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ is said to be a Carathéodory function if $t \mapsto x(t, \omega)$ is continuous for a.e. $\omega \in \Omega$ and $\omega \mapsto x(t, \omega)$ is measurable for each $t \in[0, a]$. We recall that a Carathéodory function is a product measurable function (see [12]), then function $(t, \omega) \mapsto I^{\alpha} x(t, \omega)$ is also a Carathéodory function (see [20]).

### 2.2. The sample path fractional derivative

A function $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ is said to have a sample path derivative at $t \in(0, a)$ if the function $t \mapsto x(t, \omega)$ has a derivative at t for a.e. $\omega \in \Omega$. We will denote by $\frac{d}{d t} x(t, \omega)$ or by $x^{\prime}(t, \omega)$ the sample path derivative of $x(\cdot, \omega)$ at $t$.We say that $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ is sample path differentiable on $[0, a]$ if $x(\cdot, \cdot)$ has a sample path derivative for each $t \in(0, a)$ and possesses a one-sided sample path derivative at the end points 0 and $a$.

If $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ is a sample path absolutely continuous on $[0, a]$, that is, $t \mapsto x(t, \omega)$ is absolutely continuous on $[0, a]$ for a.e. $\omega \in \Omega$, then the sample path derivative $x^{\prime}(t, \omega)$ exists for $\lambda$-a.e. $t \in[0, a]$. Let $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ be a sample path absolutely continuous on $[0, a]$ and let $\alpha \in(0,1]$. Then, for $\lambda$-a.e. and for a.e. $\omega \in \Omega$, we define the Caputo sample path fractional derivative of $x$ by

$$
\mathcal{D}^{\alpha} x(t, \omega)=I^{1-\alpha} x^{\prime}(t, \omega)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{x^{\prime}(s, \omega)}{(t-s)^{\alpha}} d s, \quad \text { for every } s>0
$$

Obviously, if $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}$ is the sample path differentiable on $[0, a]$ and $t \mapsto x^{\prime}(t, \omega)$ is continuous on $[0, a]$, then $\mathcal{D}^{\alpha} x(t, \omega)$ exists for every $t \in[0, a]$ and $t \mapsto \mathcal{D}^{\alpha} x(t, \omega)$ is continuous on $[0, a]$.

If $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ is a Carathéodory function then

$$
\mathcal{D}^{\alpha} I^{\alpha} x(t, \omega)=x(t, \omega)
$$

for all $t \in[0, a]$ and for a.e. $\omega \in \Omega$.
If $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}$ is the sample path absolutely continuous on $[0, a]$ then

$$
\begin{equation*}
I^{\alpha} \mathcal{D}^{\alpha} x(t, \omega)=x(t, \omega)-x(0, \omega) \tag{2.1}
\end{equation*}
$$

for $\lambda$-a.e. and for a.e. $\omega \in \Omega$.
In particular, if $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ is the sample path differentiable on $[0, a]$ and $t \mapsto x^{\prime}(t, \omega)$ is continuous on $[0, a]$, then 2.1 ) holds for all $t \in[0, a]$ and for a.e. $\omega \in \Omega$. If $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ is the sample path absolutely continuous on $[0, a]$ then

$$
t \mapsto y(t, \omega)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{x(s, \omega)}{(t-s)^{\alpha}} d s
$$

is also a sample path absolutely continuous on $[0, a]$. Moreover, for $\lambda$-a.e. and for a.e. $\omega \in \Omega$ and a.e. $\omega \in \Omega$, we have that

$$
y(t, \omega)=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{0}^{t} \frac{x(s, \omega)}{(t-s)^{\alpha}} d s=\mathcal{D}^{\alpha} x(t, \omega)+\frac{x(0, \omega)}{t^{\alpha} \Gamma(1-\alpha)}, \quad \text { for every } s>0
$$

### 2.3. The metric space of random elements

Let the space $C=C\left([0, a], \mathbb{R}^{d}\right)$ of all continuous functions from $[0, a]$ from $\mathbb{R}^{d}$ endowed with the uniform metric

$$
d(x, y)=\sup _{t \in[0, a]}\|x(t)-y(t)\|
$$

where $\|\cdot\|$ is the Euclidean norm on $\mathbb{R}^{d}$.

Let $\mathcal{B}(C)$ be the $\sigma$-algebra of all Borel subsets of $C$. Then, by Lemma 14.1 in [16], $\mathcal{B}(C)$ coincides with the $\sigma$-algebra generated in $C$ by all evaluation maps $\pi_{t}: C \rightarrow \mathbb{R}^{d}, t \in[0, a]$ given by $\pi_{t}(x)=x(t)$. If $x: \Omega \rightarrow C$, then $\pi_{t} \circ x$ maps $\Omega$ into $\mathbb{R}^{d}$. Therefore, $x$ may also be regarded as a function $x(t, \omega)=\left(\pi_{t} \circ x\right)(\omega)$ from $[0, a] \times \Omega$ into $\mathbb{R}^{d}$. Then, by Lemma 2.1 in [16], $x: \Omega \rightarrow C$ is a random element in $C$ if and only if $\pi_{t} \circ x: \Omega \rightarrow \mathbb{R}^{d}$ is measurable for all $t \in[0, a]$. In fact, it is easy to see that if $x: \Omega \rightarrow C$ is a random element, then the function $x(\cdot, \cdot):[0, a] \times \Omega \rightarrow \mathbb{R}^{d}$ is a Carathéodory function. If $x: \Omega \rightarrow C$ is a random element, then the function $x(\cdot, \omega):[0, a] \rightarrow \mathbb{R}^{d}$ is said to be a realization or a trajectory of the random element $x$, corresponding to the outcome $\omega \in \Omega$. Let $M(C)$ be the space of all probability measures on $\mathcal{B}(C)$. If $x: \Omega \rightarrow C$ is a random element in $C$, then the probability measure $\mu_{x}$, defined by

$$
\mu_{x}=\mathbb{P}\left(x^{-1}(B)\right)=\mathbb{P}(\{\omega \in \Omega, x(\omega) \in B\}), B \in \mathcal{B}(C)
$$

is called the distribution of $x$. Since $C$ has been a complete and separable metric space, then it is well known that $M(C)$ is a complete and a separable metric space with respect to the Prohorov metric $D: M(C) \rightarrow[0, \infty)$ given by

$$
D(\mu, \eta)=\inf \left\{\epsilon>0, \mu(B) \leq \eta\left(B^{\epsilon}\right)+\epsilon\right\}, B \in \mathcal{B}(C)
$$

where $B^{\alpha}=\left\{x \in C ; \inf _{y \in B} d(x, y)<\epsilon\right\}$. If we identify random elements in $C$ that have the same distribution, then $\rho(x, y)=D(\mu, \eta)$ is a metric on the set of random elements in $C$ (see [9). Denote by $R(\Omega, C)$ the metric space of all random elements in $C$. A sequence of random variables $\left\{x_{n}\right\} \subset$ $R(\Omega, C)$ is said to converge almost everywhere (a.e.) to $x \in R(\Omega, C)$ if there exists $N \subset R$ such that $\mathbb{P}(N)=0$, and $\lim _{n \rightarrow \infty} d\left(x_{n}(\omega), x(\omega)\right)=0$ for every $\omega \in \Omega \backslash N$. We use the notation $x_{n} \rightarrow x$ a.e. for almost everywhere convergence. If $\left\{x_{n}\right\} \subset R(\Omega, C)$ is a $\rho$ convergent sequence, then it is known that $\left\{x_{n}\right\}$ is a $\rho$-Cauchy sequence.

Theorem 2.1. If $\left\{x_{n}\right\} \subset R(\Omega, C)$ is a $\bar{\rho}$-Cauchy sequence, then we can construct a sequence $\left\{y_{n}\right\} \subset$ $R(\Omega, C)$ and $y \in R(\Omega, C)$ such that $\bar{\rho}\left(x_{n}, y_{n}\right)=0$ and $y_{n} \rightarrow y$ for a.e $\omega \in \Omega$.

Definition 2.2. A sequence $\left\{x_{n}\right\} \subset R(\Omega, C)$ is $\bar{\rho}$-relatively compact if every subsequence has a subsequence that converges with respect to metric $\bar{\rho}$. Since $C$ is a complete and separable metric space, then $\bar{\rho}$-relatively compactness and tightness are equivalent.

Theorem 2.3. A sequence $\left\{x_{n}\right\} \subset R(\Omega, C)$ is $\bar{\rho}$-relatively compact if and only if $\left\{x_{n}\right\}$ is a tight; that is, for every $\epsilon>0$ there is a compact set $K_{\epsilon} \subset C$ such that $\mathbb{P}\left(\omega \in \Omega ; x_{n}(\omega) \in K_{\epsilon}\right)>1-\epsilon$, for all $n \geq 1$.

## 3. Main results

Let a positive number $\sigma$, we denote by $C_{\sigma}$ the space $C([-\sigma, 0], \mathbb{R})$. Also, we denote by

$$
|x-y|_{C_{\sigma}}=\sup _{t \in[-\sigma, 0]}|x(t)-y(t)|
$$

the metric on the space $C_{\sigma}$. Let $x(\cdot) \in C([-\sigma, \infty), \mathbb{R})$. Then, for each $t \in[0, \infty)$ we denote by $x_{t}$ the element of $C_{\sigma}$ defined by $x_{t}(s)=x(t+s)$ for $s \in[-\sigma, 0]$.

In this section, we consider the random fractional functional differential equations as follows :

$$
\left\{\begin{array}{l}
\mathcal{D}^{\alpha} x(t, \omega) \stackrel{[0, a],}{ } \stackrel{a . e . \omega \in \Omega}{=} f_{\omega}\left(t, x_{t}\right)  \tag{3.1}\\
x(t, \omega) \stackrel{[-\sigma, 0]}{=} \varphi(t, \omega)
\end{array}\right.
$$

where $x_{0}: \Omega \rightarrow \mathbb{R}$ is a random variable, $\mathcal{D}^{\alpha} x, 0<\alpha<1$, is the Caputo fractional derivative of $x$ with respect to the variable $t$, and $f: \Omega \times[0, a] \times C_{\sigma} \rightarrow \mathbb{R}$ is a given function.

Lemma 3.1. Let $x:[-\sigma, a] \times \Omega \rightarrow \mathbb{R}$ be a product measurable function. Then $x(t, \omega)$ is a sample solution of (3.1) if and only if $x(\cdot, \omega)$ is a continuous on $[-\sigma, a]$ for $\mathbb{P}-a . e . \omega \in \Omega$ and it satisfies the following random integral equation:

$$
\begin{align*}
& x(t, \omega) \stackrel{[-\sigma, 0]}{=} \varphi(t, \omega) \\
& x(t, \omega) \stackrel{[0, a], a . e . \omega \in \Omega}{=} \varphi(0, \omega)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}\right)}{(t-s)^{1-\alpha}} d s \tag{3.2}
\end{align*}
$$

Lemma 3.2. Let $v, w:[-\sigma, a] \rightarrow \mathbb{R}$ be sample locally continuous random processes and assume that the function $f_{\omega}(t, \varphi)$ satisfies the assumption (f1). If
(i) $\mathcal{D}^{\alpha} v(t, \omega) \leq f_{\omega}\left(t, v_{t}\right)$,
(ii) $\mathcal{D}^{\alpha} w(t, \omega) \geq f_{\omega}\left(t, w_{t}\right)$,
for a.e. $t \in[0, a]$ and a.e. $\omega \in \Omega$, and one of the inequalities (i), (ii) being strict. Then

$$
\begin{equation*}
v_{0}(\omega) \leq w_{0}(\omega) \tag{3.3}
\end{equation*}
$$

implies

$$
\begin{equation*}
v(t, \omega) \leq w(t, \omega) \tag{3.4}
\end{equation*}
$$

for a.e. $t \in[0, a]$ and a.e. $\omega \in \Omega$.
Proof. Let $I \subset[0, a)$ be such that $\lambda(I)=0$ and (i)-(ii) hold for all $t \in[0, a) \backslash I$ and $\omega \in \Omega$. Suppose that the claim (3.4) is not true and suppose that the inequality (ii) is strict. Then there exists a $t_{1} \in[0, a) \backslash I$ such that $v\left(t_{1}, \omega\right)=w\left(t_{1}, \omega\right)$ for a.e. $\omega \in \Omega$, and $v(t, \omega) \leq w(t, \omega)$ for a.e $t \in\left[0, t_{1}\right]$ and a.e. $\omega \in \Omega$. Then, for $h>0$ small enough, we have

$$
\begin{equation*}
\frac{v\left(t_{1}, \omega\right)-v\left(t_{1}-h, \omega\right)}{h} \geq \frac{w\left(t_{1}, \omega\right)-w\left(t_{1}-h, \omega\right)}{h} \tag{3.5}
\end{equation*}
$$

for a.e. $\omega \in \Omega$.
It follows that $v^{\prime}\left(t_{1}, \omega\right) \geq w^{\prime}\left(t_{1}, \omega\right)$ for a.e. $\omega \in \Omega$ and hence $\mathcal{D}^{\alpha} v\left(t_{1}, \omega\right) \geq \mathcal{D}^{\alpha} w\left(t_{1}, \omega\right)$ for a.e. $\omega \in \Omega$. Using the relations (i) and (ii), we have

$$
f_{\omega}\left(t_{1}, v_{t_{1}}\right) \geq \mathcal{D}^{\alpha} v\left(t_{1}, \omega\right) \geq \mathcal{D}^{\alpha} w\left(t_{1}, \omega\right)>f_{\omega}\left(t_{1}, w_{t_{1}}\right) \geq f_{\omega}\left(t_{1}, v_{t_{1}}\right)
$$

for a.e. $\omega \in \Omega$. This contradiction proves the claim (3.4) and the proof is complete.

Lemma 3.3. Let $L:[0, a] \times \Omega \rightarrow \mathbb{R}_{+}$be a Carathéodory function. Assume that the conditions Lemma 3.2 hold with non-strict inequalities (i) and (ii). Suppose further that

$$
\begin{equation*}
\left|f_{\omega}(t, \Phi)-f_{\omega}(t, \Psi)\right| \leq \frac{\hat{L}(\omega)}{1+t^{\alpha}}|\Phi-\Psi|_{C_{\sigma}} \tag{3.6}
\end{equation*}
$$

for a.e. $t \in[0, a]$ and a.e. $\omega \in \Omega, \hat{L}(\omega)=\sup _{t \in[0, a]} L(t, \omega)$, wherever $\Phi(t, \omega) \geq \Psi(t, \omega)$ for a.e. $t \in[0, a]$ and a.e. $\omega \in \Omega$ and $\hat{L}(\omega)>0$ for a.e. $\omega \in \Omega$. Then

$$
\begin{equation*}
v_{0}(\omega) \leq w_{0}(\omega) \tag{3.7}
\end{equation*}
$$

implies

$$
\begin{equation*}
v(t, \omega) \leq w(t, \omega) \tag{3.8}
\end{equation*}
$$

for a.e. $t \in[0, a]$ and a.e. $\omega \in \Omega$, provide $\hat{L}(\omega) a^{\alpha} \leq \frac{1}{\Gamma(1-\alpha)}$.
Proof. Let $\epsilon>0$. We set $w_{\epsilon}(t, \omega)=w(t, \omega)+\epsilon\left(1+t^{\alpha}\right)$ for a.e. $\omega \in \Omega$, so that we have

$$
w_{\epsilon, t}=w_{t}+\epsilon\left[1+(t+s)^{\alpha}\right]
$$

and

$$
w_{\epsilon, t} \leq w_{t}
$$

for a.e. $t \in[0, a]$ and a.e. $\omega \in \Omega$.
For all $s \in[-\sigma, 0]$ and $h>0$, we have

$$
\begin{aligned}
\frac{w_{\epsilon, t}-w_{\epsilon, t-h}}{h} & =\frac{w_{t}+\epsilon\left[1+(t+s)^{\alpha}\right]-w_{t-h}+\epsilon\left[1+(t+s-h)^{\alpha}\right]}{h} \\
& =\frac{w(t+s, \omega)-w(t+s-h, \omega)}{h}+\epsilon \frac{(t+s)^{\alpha}-(t+s-h)^{\alpha}}{h}
\end{aligned}
$$

for a.e. $\omega \in \Omega$.
It follows that

$$
\begin{aligned}
\mathcal{D}^{\alpha} w_{\epsilon, t} & =\mathcal{D}^{\alpha} w(t, \omega)+\epsilon \mathcal{D}^{\alpha}\left(1+t^{\alpha}\right) \\
& \leq f_{\omega}\left(t, w_{t}\right)+\epsilon\left[\frac{1}{t^{\alpha} \Gamma(1-\alpha)}+\Gamma(1+\alpha)\right] \\
& \geq f_{\omega}\left(t, w_{\epsilon, t}\right)-\frac{\hat{L}(\omega)}{1+t^{\alpha}}\left|w_{\epsilon, t}-w_{t}\right|_{C_{\sigma}}+\epsilon\left[\frac{1}{t^{\alpha} \Gamma(1-\alpha)}+\Gamma(1+\alpha)\right] \\
& >f_{\omega}\left(t, w_{\epsilon, t}\right)-\epsilon \hat{L}(\omega)+\frac{\epsilon}{t^{\alpha} \Gamma(1-\alpha)} .
\end{aligned}
$$

By 3.8, 3.6 and the assumptions $\hat{L}(\omega) a^{\alpha} \leq \frac{1}{\Gamma(1-\alpha)}$ we have $\mathcal{D}^{\alpha} w_{\epsilon, t}>f_{\omega}\left(t, w_{\epsilon, t}\right)$ for a.e. $t \in[0, a]$ and a.e. $\omega \in \Omega$. Now, we use Lemma 3.2 to $v$ and $w_{\epsilon}$ to yield $w_{\epsilon}(t, \omega) \leq v(t, \omega), t \in[0, a]$. Since $\epsilon>0$ is arbitrary, we conclude that 3.8 is true and the proof is complete.

Now, we shall prove the local existence result for the random fractional functional differential equations (3.1) assuming that the following assumptions are satisfied.
(f1) The mapping $f_{\omega}(\cdot, \cdot):[0, a] \times C_{\sigma} \rightarrow \mathbb{R}$ are measurable and continuous, for every $\left(t_{0}, \varphi_{0}\right) \in$ $[0, a] \times C_{\sigma}$, each $\omega \in \Omega$.
(f2) The exists $y_{0} \in \mathbb{R}$ such that $x_{0}(\omega) \in \bar{B}\left(y_{0}, \rho\right)$ for a.e. $\omega \in \Omega$, where

$$
B_{\rho}\left(y_{0}\right)=\left\{y \in \mathbb{R}:\left|y-y_{0}\right|_{C_{\sigma}} \leq \rho\right\} .
$$

(f3) There exists a non-negative constants $M$ and $\rho$ such that

$$
\left|f_{\omega}(t, \Phi)\right| \leq M
$$

for every $t \in[0, a], \Phi \in B_{\rho}\left(y_{0}\right)$ and for a.e. $\omega \in \Omega$.
Also, the function $g:[0, a] \times[0,2 b] \times \Omega \rightarrow \mathbb{R}_{+}$satisfy the assumptions as follows :
(g1) the mapping $g_{\omega}(\cdot, \cdot):[0, a] \times[0,2 b] \rightarrow \mathbb{R}_{+}$are measurable and continuous, for every $\left(t_{0}, \varphi_{0}\right) \in$ $[0, a] \times[0,2 b]$ and each $\omega \in \Omega$;
(g2) there exists a non-negative constant $\hat{M}$ such that

$$
\left|g_{\omega}(t, \tau)\right| \leq \hat{M}
$$

for every $t \in[0, a], \tau \in[0,2 \rho]$ and for a.e. $\omega \in \Omega$;
(g3) $g_{\omega}(t, 0)=0$ for all $t \in[0, a]$ and a.e. $\omega \in \Omega$;
(g4) $\tau(t, \omega) \equiv 0$ is the solution to random fractional initial value problem

$$
\begin{equation*}
\mathcal{D}^{\alpha} \tau(t, \omega)=g_{\omega}(t, \tau(t, \omega)), \quad \tau(0, \omega)=\tau_{0}(\omega) \tag{3.9}
\end{equation*}
$$

on $t \in[0, a]$;
(g5) the mapping $g_{\omega}(t, \cdot):[0,2 \rho] \rightarrow \mathbb{R}_{+}$is non-decreasing for a.e. $\omega \in \Omega$.
Theorem 3.4. Let $\varphi \in C_{\sigma}$ and the mappings $f:[0, a] \times C_{\sigma} \times \Omega \rightarrow \mathbb{R}, g:[0, a] \times[0,2 b] \times \Omega \rightarrow \mathbb{R}_{+}$ satisfy the assumptions (f1)-(f3), (g1)-(g5), respectively. Suppose that for $\phi, \psi \in B_{\rho}\left(x_{0}\right)$ it holds

$$
\begin{equation*}
\left|\frac{f_{\omega}(t, \phi)}{\left(t_{1}-s\right)^{1-\alpha}}-\frac{f_{\omega}(t, \psi)}{\left(t_{2}-s\right)^{1-\alpha}}\right| \leq\left|\frac{1}{\left(t_{1}-s\right)^{1-\alpha}}-\frac{1}{\left(t_{2}-s\right)^{1-\alpha}}\right| g_{\omega}\left(t,|\phi-\psi|_{C_{\sigma}}\right) \tag{3.10}
\end{equation*}
$$

for a.e. $t_{1}, t_{2} \in[0, a]$ and a.e. $\omega \in \Omega$. Then, the successive approximations defined by

$$
x^{0}(t, \omega)= \begin{cases}\varphi(t, \omega), & \text { for } t \in[-\sigma, 0]  \tag{3.11}\\ \varphi(0, \omega), & \text { for } t \in[0, a]\end{cases}
$$

and for $n \in 0,1,2, \ldots$

$$
x^{n+1}(t, \omega)= \begin{cases}\varphi(t, \omega), & \text { for } t \in[-\sigma, 0]  \tag{3.12}\\ \varphi(0, \omega)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}^{n}\right)}{(t-s)^{1-\alpha}} d s, & \text { for } t \in[0, a]\end{cases}
$$

on $[0, \beta]$, are continuous and converge uniformly to the unique solution $x(t, \omega)$ of the problem (3.1) on $[0, \beta]$ for a.e. $\omega \in \Omega$, where $\beta=\min \left\{a, \sqrt[\alpha]{\frac{\rho \Gamma(\alpha+1)}{\max \{M, \hat{M}\}}}\right\}$.

Proof . First, we shall prove the sequence $\left\{x^{n}\right\}_{n=0}^{\infty}$ are continuous with value $B_{\rho}\left(x_{0}\right)$ for a.e. $\omega \in \Omega$. For all $0 \leq t \leq \beta$ and a.e. $\omega \in \Omega$, we have

$$
\begin{aligned}
\left|x^{1}(t, \omega)-x^{0}(t, \omega)\right| & \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(t-s)^{1-\alpha}}\left|f_{\omega}\left(s, x_{s}^{0}\right)\right| d s \\
& \leq \frac{\max \{M, \hat{M}\}}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(t-s)^{1-\alpha}} d s \\
& \leq \frac{\max \{M, \hat{M}\} t^{\alpha}}{\Gamma(\alpha+1)} \leq \frac{\max \{M, \hat{M}\} \beta^{\alpha}}{\Gamma(\alpha+1)}<\rho .
\end{aligned}
$$

Hence $x^{1}(t, \omega) \in B_{\rho}\left(x_{0}\right)$.
Assume that $x^{1}(t, \omega) \in B_{\rho}\left(x_{0}\right)$. It is easy to check that $x^{n+1}(t, \omega) \in B_{\rho}\left(x_{0}\right)$. Indeed, for $0 \leq t_{1} \leq$ $t_{2} \leq \beta$ and a.e. $\omega \in \Omega$, one obtains

$$
\begin{aligned}
& \left|x^{n}\left(t_{1}, \omega\right)-x^{n}\left(t_{2}, \omega\right)\right| \\
& =\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}} \frac{f_{\omega}\left(s, x_{s}^{n-1}\right)}{\left(t_{1}-s\right)^{1-\alpha}} d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{2}} \frac{f_{\omega}\left(s, x_{s}^{n-1}\right)}{\left(t_{2}-s\right)^{1-\alpha}} d s\right| \\
& =\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(\frac{1}{\left(t_{1}-s\right)^{1-\alpha}}-\frac{1}{\left(t_{2}-s\right)^{1-\alpha}}\right)\right| f_{\omega}\left(s, x_{s}^{n-1}\right)\left|d s-\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}} \frac{f_{\omega}\left(s, x_{s}^{n-1}\right)}{\left(t_{2}-s\right)^{1-\alpha}} d s\right| \\
& \leq \frac{\max \{M, \hat{M}\}}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left|\frac{1}{\left(t_{1}-s\right)^{1-\alpha}}-\frac{1}{\left(t_{2}-s\right)^{1-\alpha}}\right| d s+\frac{\max \{M, \hat{M}\}}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left|\frac{1}{\left(t_{2}-s\right)^{1-\alpha}}\right| d s \\
& \leq \frac{\max \{M, \hat{M}\}}{\Gamma(\alpha+1)}\left[t_{1}^{\alpha}-t_{2}^{\alpha}+2\left(t_{2}-t_{1}\right)^{\alpha}\right] \leq \frac{2 \max \{M, \hat{M}\}}{\Gamma(\alpha+1)}\left(t_{2}-t_{1}\right)^{\alpha}<\epsilon
\end{aligned}
$$

provided $\left|t_{2}-t_{1}\right| \leq \delta=\sqrt[\alpha]{\frac{\epsilon \Gamma(\alpha+1)}{2 \max \{M, \hat{M}\}}}$. Therefore, we obtain the sequence $x^{n}(\cdot, \omega)$ are continuous for a.e. $\omega \in \Omega$.

For $h>0$ small enough, we have

$$
\begin{aligned}
x^{n+1}(t+h, \omega)-x^{n+1}(t, \omega) & =\frac{1}{\Gamma(\alpha)} \int_{0}^{t+h} \frac{f_{\omega}\left(s, x_{s}^{n-1}\right)}{(t-s)^{1-\alpha}} d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}^{n-1}\right)}{(t-s)^{1-\alpha}} d s \\
& =\frac{1}{\Gamma(\alpha)} \int_{t}^{t+h} \frac{f_{\omega}\left(s, x_{s}^{n-1}\right)}{(t-s)^{1-\alpha}} d s
\end{aligned}
$$

for a.e. $\omega \in \Omega$. This implies that

$$
\begin{cases}\mathcal{D}^{\alpha} x^{n+1}(t, \omega)=f_{\omega}\left(t, x_{t}^{n}\right), & \text { for } t \in[0, a], \\ x^{n+1}(0, \omega)=\varphi(t, \omega), & \text { for } t \in[-\sigma, 0]\end{cases}
$$

for $n=0,1, \ldots$.
Now, let us define the successive approximations $\left\{\tau_{n}\right\}_{n=0}^{\infty}$ for the problem (3.9) and
$r=\min \left\{\beta, \sqrt[\alpha]{\frac{\Gamma(1+\alpha)}{\max \{M, \hat{M}\}}}\right\}$ as follows:

$$
\begin{align*}
& \tau_{0}(t, \omega)=\frac{\max \{M, \hat{M}\} t^{\alpha}}{\Gamma(1+\alpha)} \\
& \tau_{n+1}(t, \omega)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{g_{\omega}\left(s, \tau_{n}(s, \omega)\right)}{(t-s)^{\alpha}} d s \tag{3.13}
\end{align*}
$$

for $t \in[0, r]$ and $n=0,1, \ldots$.
Then, we get immediately

$$
\tau_{1}(t, \omega)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{g_{\omega}\left(s, \tau_{0}(s, \omega)\right)}{(t-s)^{\alpha}} d s \leq \frac{\hat{M} t^{\alpha}}{\Gamma(1+\alpha)} \leq \tau_{0}(t, \omega) \leq \rho,
$$

for $t \in[0, r]$. Hence, by the assumption (g2), (g5) and proceeding recursively, we obtain

$$
\begin{equation*}
0 \leq \tau_{n+1}(t, \omega) \leq \tau_{n}(t, \omega) \leq \beta, \quad n=0,1, \ldots \tag{3.14}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left|\mathcal{D}^{\alpha} \tau_{n}(t, \omega)\right|=g_{\omega}\left(t, \tau_{n-1}(t, \omega)\right) \leq \hat{M} . \tag{3.15}
\end{equation*}
$$

for a.e $t \in[0, \beta]$ and a.e. $\omega \in \Omega$;
By (3.14) and (3.15), we infer that the sequence $\left\{\tau_{n}(\cdot, \omega)\right\}$ is sample uniformly bounded and sample equicontinuous for a.e. $\omega \in \Omega$. Hence, by the Ascoli- Arzela Theorem, the sequence $\left\{\tau_{n}(\cdot, \omega)\right\}$ is a relatively compact subset of $C_{\eta}=C([0, \eta], \mathbb{R}), \eta<r$ for a.e $\omega \in \Omega$. Now, by Theorem 2.3, the sequence $\left\{\tau_{n}(\cdot, \omega)\right\} \subset R\left(\Omega, C_{\eta}\right)$ is $d$-relatively compact. Thus, $\left\{\tau_{n}(\cdot, \omega)\right\}$ has a $d$-Cauchy subsequence. Further, by Theorem 2.1, we can construct a sequence $\left\{\kappa_{n}(\cdot, \omega)\right\} \subset R\left(\Omega, C_{\eta}\right)$ and $\kappa_{\omega} \in R\left(\Omega, C_{\eta}\right)$ such that $d\left(\tau_{n}(\cdot, \omega), \kappa_{n}(\cdot, \omega)\right)=0$ and $\tau_{n}(\cdot, \omega) \rightarrow \kappa_{\omega}$, where $\kappa_{\omega}$ is a solution of the fractional initial value problem: $\mathcal{D}^{\alpha} \kappa(t)=g_{\omega}\left(t, \kappa_{\omega}(t)\right), \kappa_{\omega}(0)=0$. By the assumption (g4) and (3.14), we have $\tau_{n}(t, \omega) \rightarrow 0$ as $n \rightarrow \infty$ for a.e. $\omega \in \Omega$.

Note for $t \in[0, \beta]$ and a.e $\omega \in \Omega$, we have

$$
\left|x^{1}(t, \omega)-x^{0}(t, \omega)\right| \leq \frac{M t^{\alpha}}{\Gamma(\alpha+1)} \leq \tau_{0}(t, \omega)
$$

and

$$
\begin{aligned}
\sup _{v \in[-\sigma, 0]}\left|x^{1}(t+v, \omega)-x^{0}(t+v, \omega)\right| & \leq \frac{1}{\Gamma(\alpha)} \sup _{v \in[-\sigma, 0]} \int_{0}^{t+v} \frac{1}{(t-s)^{1-\alpha}}\left|f_{\omega}\left(s, x_{s}^{0}\right)\right| d s \\
& \leq \frac{M}{\Gamma(\alpha)} \sup _{v \in[-\sigma, 0]} \int_{0}^{t+v} \frac{1}{(t-s)^{1-\alpha}} d s \\
& =\frac{M}{\Gamma(\alpha)} \sup _{\theta \in[t-\sigma, t]} \int_{0}^{\theta} \frac{1}{(t-s)^{1-\alpha}} d s \\
& =\frac{M}{\Gamma(\alpha+1)} \sup _{\theta \in[t-\sigma, t]}\left[t^{\alpha}-(t-\theta)^{\alpha}\right] \\
& \leq \frac{M t^{\alpha}}{\Gamma(\alpha+1)} \leq \tau_{0}(t, \omega) .
\end{aligned}
$$

Assume that for $k \geq 1$, we have

$$
\left|x^{k}(t, \omega)-x^{k-1}(t, \omega)\right| \leq \tau_{k-1}(t, \omega)
$$

and

$$
\sup _{v \in[-\sigma, 0]}\left|x^{k}(t+v, \omega)-x^{k-1}(t+v, \omega)\right| \leq \tau_{k-1}(t, \omega) .
$$

Since

$$
\begin{aligned}
\left|x^{k+1}(t, \omega)-x^{k}(t, \omega)\right| & =\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}^{k}\right)}{(t-s)^{1-\alpha}} d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}^{k-1}\right)}{(t-s)^{1-\alpha}} d s\right| \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(t-s)^{1-\alpha}}\left|f_{\omega}\left(s, x_{s}^{k}\right)-f_{\omega}\left(s, x_{s}^{k-1}\right)\right| d s
\end{aligned}
$$

Using the condition (3.10) and assumption (g5), we get

$$
\begin{aligned}
\left|x^{k+1}(t, \omega)-x^{k}(t, \omega)\right| & \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(t-s)^{1-\alpha}} g_{\omega}\left(s, \sup _{\xi \in[s-\sigma, s]}\left|x^{k}(\xi, \omega)-x^{k-1}(\xi, \omega)\right|\right) d s \\
& =\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(t-s)^{1-\alpha}} g_{\omega}\left(s, \sup _{\xi \in[0, s]}\left|x^{k}(\xi, \omega)-x^{k-1}(\xi, \omega)\right|\right) d s \\
& \leq \tau_{k}(t, \omega) .
\end{aligned}
$$

Thus, by mathematical induction, we obtain

$$
\left|x^{n+1}(t, \omega)-x^{n}(t, \omega)\right| \leq \tau_{n}(t, \omega), \quad n=0,1,2, \ldots
$$

for a.e. $t \in[0, \beta]$ and a.e. $\omega \in \Omega$.
Moreover, we have

$$
\begin{aligned}
\left|\mathcal{D}^{\alpha} x^{n+1}(t, \omega)-\mathcal{D}^{\alpha} x^{n}(t, \omega)\right| & \leq\left|f_{\omega}\left(t, x_{t}^{n}\right)-f_{\omega}\left(t, x_{t}^{n-1}\right)\right| \\
& \leq g_{\omega}\left(t,\left|x_{t}^{n}-x_{t}^{n-1}\right|_{C_{\sigma}}\right) \leq g_{\omega}\left(t, \tau_{n-1}(t, \omega)\right)
\end{aligned}
$$

for a.e. $\omega \in \Omega$.
Let $m>n$, then one can easily obtain

$$
\begin{aligned}
\mathcal{D}^{\alpha}\left|x^{m}(t, \omega)-x^{n}(t, \omega)\right| & \leq \mathcal{D}^{\alpha}\left|x^{m}(t, \omega)-x^{m+1}(t, \omega)\right|+\mathcal{D}^{\alpha}\left|x^{m+1}(t, \omega)-x^{n+1}(t, \omega)\right| \\
& +\mathcal{D}^{\alpha}\left|x^{n+1}(t, \omega)-x^{n}(t, \omega)\right| \\
& \leq g_{\omega}\left(t, \tau_{n-1}(t, \omega)\right)+g_{\omega}\left(t, \tau_{m-1}(t, \omega)\right)+g_{\omega}\left(t,\left|x_{t}^{m}-x_{t}^{n}\right|_{\sigma_{\sigma}}\right)
\end{aligned}
$$

Since, $\tau_{n+1}(t, \omega) \leq \tau_{n}(t, \omega)$ for a.e. $t \in[0, \beta]$ and a.e. $\omega \in \Omega$, we have

$$
\mathcal{D}^{\alpha}\left|x^{m}(t, \omega)-x^{n}(t, \omega)\right| \leq 2 g_{\omega}\left(t, \tau_{n-1}(t, \omega)\right)+g_{\omega}\left(t,\left|x_{t}^{m}-x_{t}^{n}\right|_{C_{\sigma}}\right), \quad n=0,1, \ldots
$$

Therefore, we obtain the Dini derivative $\mathcal{D}^{+\alpha}$ of the function $\left|x^{m}(t, \omega)-x^{n}(t, \omega)\right|$ as follows:

$$
\mathcal{D}^{+\alpha}\left|x^{m}(t, \omega)-x^{n}(t, \omega)\right| \leq 2 g_{\omega}\left(t, \tau_{n-1}(t, \omega)\right)+g_{\omega}\left(t,\left|x_{t}^{m}-x_{t}^{n}\right|_{C_{\sigma}}\right), \quad n=0,1, \ldots
$$

for a.e. $\omega \in \Omega$. As the sequence of the functions $g_{\omega}\left(\cdot, \tau_{n-1}(\cdot, \omega)\right)$ converge uniformly to 0 , then for a.e. $\omega \in \Omega$, for every $\epsilon>0$ there exists a natural number $n_{0}$ such that

$$
\mathcal{D}^{+\alpha}\left|x^{m}(t, \omega)-x^{n}(t, \omega)\right| \leq 2 g_{\omega}\left(t, \tau_{n-1}(t, \omega)\right)+\epsilon
$$

for $m>n>n_{0}$.
This fact together with $\mathcal{D}^{+\alpha}\left|x^{m}(0, \omega)-x^{n}(0, \omega)\right| \leq \epsilon$ for a.e. $\omega \in \Omega$ and by Theorem 2.5.1 in [24] we have

$$
\begin{equation*}
\mathcal{D}^{+\alpha}\left|x^{m}(t, \omega)-x^{n}(t, \omega)\right| \leq v_{\epsilon}(t, \omega), \quad t \in[0, \beta], m>n>n_{0}, \tag{3.16}
\end{equation*}
$$

where $v_{\epsilon}(t, \omega)$ denotes the maximal solution of the fractional initial value problem as follows:

$$
\mathcal{D}^{\alpha} v_{\epsilon}(t, \omega)=g_{\omega}\left(t, v_{\epsilon}(t, \omega)\right)+\epsilon, \quad v_{\epsilon}(0, \omega)=0
$$

for a.e. $t \in[0, \beta]$ and a.e. $\omega \in \Omega$.
In [24] it has been showed that $\left\{v_{\epsilon}(\cdot, \omega)\right\}$ converges uniformly to maximal solution of the problem (3.9) on $[0, \beta]$ as $\epsilon \rightarrow 0$ which by assumption is constants equal to 0 . Hence, by virtue of (3.16), we infer that $\left\{x^{n}\right\}$ converges uniformly to a sample continuous function $x$ for a.e. $\omega \in \Omega$. Since $x^{n}(t, \omega) \in B_{\rho}\left(x_{0}\right)$, we have $x(t, \omega) \in B_{\rho}\left(x_{0}\right)$.

Note that $x(t, \omega)$ is the desired solution to (3.1) for a.e $t \in[0, \beta]$ a.e $\omega \in \Omega$. Indeed, we have

$$
\begin{aligned}
\mid x(t, \omega)-\varphi(0, & \omega) \left.-\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}\right)}{(t-s)^{1-\alpha}} d s \right\rvert\, \\
& \leq\left|x(t, \omega)-x^{n}(t, \omega)\right|+\left|x^{n}(t, \omega)-\varphi(0, \omega)-\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}^{n-1}\right)}{(t-s)^{1-\alpha}} d s\right| \\
& +\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}\right)}{(t-s)^{1-\alpha}} d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}^{n-1}\right)}{(t-s)^{1-\alpha}} d s\right| .
\end{aligned}
$$

The first term of the right-hand side of the inequality uniformly converges to zero, whereas the second is equal to zero. Now, we consider the third term. By the Lebesgue dominated convergence theorem and assumption (g1), we are easy to prove that

$$
\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}\right)}{(t-s)^{1-\alpha}} d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}^{n-1}\right)}{(t-s)^{1-\alpha}} d s\right| \rightarrow 0 .
$$

for a.e. $t \in[0, \beta]$ and a.e. $\omega \in \Omega$. Therefore,

$$
\left|x(t, \omega)-\varphi(0, \omega)-\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f_{\omega}\left(s, x_{s}\right)}{(t-s)^{1-\alpha}} d s\right| \rightarrow 0
$$

for a.e. $t \in[0, \beta]$ and a.e. $\omega \in \Omega$. Hence, by Lemma 3.2 the function $x(t, \omega)$ is a solution to 3.1).
For the uniqueness let us assume that $x, y:[-\sigma, \beta] \times \Omega \rightarrow \mathbb{R}$ are the two solutions to (3.1). Denote $m(t, \omega)=|x(t, \omega)-y(t, \omega)|$. Then $m(0, \omega)=0$ and

$$
\mathcal{D}^{+\alpha} m(t, \omega)=\left|\mathcal{D}^{+\alpha} x(t, \omega)-\mathcal{D}^{+\alpha} y(t, \omega)\right| \leq g_{\omega}\left(t,\left|x_{t}-y_{t}\right|_{C_{\sigma}}\right) \leq g_{\omega}\left(t,|m(t, \omega)|_{C_{\sigma}}\right)
$$

Hence, by Theorem 2.5.1 in [24], we infer that

$$
m(t, \omega) \leq \tau(t, \omega)
$$

for a.e. $t \in[0, \beta]$ and a.e. $\omega \in \Omega$, where $\tau(t, \omega)$ is a maximal solution to the problem (3.9). Thus, by the assumption (g3) then $m(t, \omega) \leq 0$ for a.e. $\omega \in \Omega$. Therefore, $x(t, \omega)$ is a unique solution to the problem (3.1). This proof is completed.

Corollary 3.5. Let $f, g$ be as in Theorem 3.4 and suppose that for $\phi, \psi \in B_{\rho}\left(x_{0}\right)$, the function $L:[0, a] \times \Omega \rightarrow \mathbb{R}^{+}$is a sample continuous processes such that $\sup _{t \in[0, a]} L(t, \omega)=\hat{L}(\omega)$ with a.e. $\omega \in \Omega$, it holds

$$
\begin{equation*}
\left|\frac{f_{\omega}(t, \phi)}{\left(t_{1}-s\right)^{1-\alpha}}-\frac{f_{\omega}(t, \psi)}{\left(t_{2}-s\right)^{1-\alpha}}\right| \leq\left|\frac{1}{\left(t_{1}-s\right)^{1-\alpha}}-\frac{1}{\left(t_{2}-s\right)^{1-\alpha}}\right| L(t, \omega)|\phi-\psi|_{C_{\sigma}} \tag{3.17}
\end{equation*}
$$

and for a.e. $t_{1}, t_{2} \in[0, a]$ and a.e. $\omega \in \Omega$. Then, the successive approximations defined by (3.11) and (3.12) on $[0, \beta]$, are continuous and converge uniformly to the unique solution $x(t, \omega)$ of the problem 3.1 on $[0, \beta]$ for a.e. $\omega \in \Omega$, where $\beta=\min \left\{a, \sqrt[\alpha]{\frac{\rho \Gamma(\alpha+1)}{M}}, \sqrt[\alpha]{\frac{\rho \Gamma(\alpha+1)}{\hat{L}(\omega)}}\right\}$.

Proof. The proof is obtained immediately by taking $g_{\omega}(t, \omega)=L(t, \omega)|\phi-\psi|_{C_{\sigma}}$ in Theorem 3.4.

In the sequel, we will show that the distance between exact solution and approximate solution is bounded by maximal solution to fractional random initial value problem. Let us consider two the problems as follows:

$$
\left\{\begin{array}{l}
\mathcal{D}^{\alpha} x(t, \omega) \stackrel{[0, a], \text { a.e. } \omega \in \Omega}{=} f_{\omega}\left(t, x_{t}\right),  \tag{3.18}\\
x(t, \omega) \stackrel{[-\sigma, 0]}{=} \varphi_{1}(t, \omega)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\mathcal{D}^{\alpha} x(t, \omega) \stackrel{[0, a],, \text { a.e. } \omega \in \Omega}{=} f_{\omega}\left(t, x_{t}\right),  \tag{3.19}\\
x(t, \omega) \stackrel{[-\sigma, 0]}{=} \varphi_{2}(t, \omega) .
\end{array}\right.
$$

Theorem 3.6. Let $f, g$ be as in Theorem 3.4, and let $\varphi_{1}, \varphi_{2} \in C_{\sigma}$ and

$$
\max _{s \in[-\sigma, 0]}\left|\varphi_{1}(s, \omega)-\varphi_{2}(s, \omega)\right| \leq \tau_{0}(\omega)
$$

for a.e. $\omega \in \Omega$. Assume that $x, y$ are a solution to (3.18) and (3.19), respectively. Then

$$
|x(t, \omega)-y(t, \omega)| \leq \tau(t, \omega)
$$

for a.e. $t \in[0, a]$ and a.e. $\omega \in \Omega$, where $\tau(t, \omega)$ is the solution to random fractional initial value problem (3.9).

Proof . Note that for $t \in[0, a]$ and $h>0$ small enough, we have

$$
\begin{aligned}
\mid x(t+h, \omega) & -y(t+h, \omega) \mid \\
& \leq\left|x(t+h, \omega)-x(t, \omega)-h^{\alpha} f_{\omega}\left(t, x_{t}\right)\right|+\left|x(t, \omega)+h^{\alpha} f_{\omega}\left(t, x_{t}\right)-y(t+h, \omega)\right| \\
& \leq\left|x(t+h, \omega)-x(t, \omega)-h^{\alpha} f_{\omega}\left(t, x_{t}\right)\right|+\left|y(t, \omega)+h^{\alpha} f_{\omega}\left(t, y_{t}\right)-y(t+h, \omega)\right| \\
& +\left|x(t, \omega)+h^{\alpha} f_{\omega}\left(t, x_{t}\right)-y(t, \omega)-h^{\alpha} f_{\omega}\left(t, y_{t}\right)\right| \\
& \leq\left|x(t+h, \omega)-x(t, \omega)-h^{\alpha} f_{\omega}\left(t, x_{t}\right)\right|+\left|y(t+h, \omega)-y(t, \omega)-h^{\alpha} f_{\omega}\left(t, y_{t}\right)\right| \\
& +|x(t, \omega)-y(t, \omega)|+h^{\alpha}\left|f_{\omega}\left(t, x_{t}\right)-f_{\omega}\left(t, y_{t}\right)\right|
\end{aligned}
$$

for a.e. $\omega \in \Omega$.

Now let us define $m(t, \omega)=\sup _{\theta \in[0, t]}|x(\theta, \omega)-y(\theta, \omega)|$ for a.e. $t \in[0, a]$ and a.e. $\omega \in \Omega$. Then we have

$$
\begin{aligned}
\mathcal{D}^{+\alpha} m(t, \omega) & \leq \limsup _{h \rightarrow 0^{+}}\left|\frac{x(t+h, \omega)-x(t, \omega)}{h^{\alpha}}-f_{\omega}\left(t, x_{t}\right)\right|+\left|f_{\omega}\left(t, x_{t}\right)-f_{\omega}\left(t, y_{t}\right)\right| \\
& +\limsup _{h \rightarrow 0^{+}}\left|\frac{y(t+h, \omega)-y(t, \omega)}{h^{\alpha}}-f_{\omega}\left(t, y_{t}\right)\right| \\
& \leq(t-s)^{\alpha-1} g_{\omega}\left(t,\left|x_{t}-y_{t}\right| C_{\sigma}\right) \leq g_{\omega}\left(t, \sup _{\theta \in[t-\sigma, t]}|x(\theta, \omega)-y(\theta, \omega)|\right) \\
& \leq g_{\omega}\left(t, \sup _{\theta \in[0, t]}|x(\theta, \omega)-y(\theta, \omega)|\right)
\end{aligned}
$$

where $\mathcal{D}^{+\alpha}$ is the corresponding Caputo fractional Dini derivative to $\mathcal{D}^{+}$. By Theorem 2.5.1 in [24], then we obtain

$$
|x(t, \omega)-y(t, \omega)| \leq \tau(t, \omega)
$$

for a.e. $t \in[0, a]$ and a.e. $\omega \in \Omega$. This proof is completed.
Next, we shall consider the existence of extremal solutions to the problem (3.1).
Let $l(\cdot, \cdot):[0, \beta] \times \Omega \rightarrow \mathbb{R}$ be a sample solution process on $[0, \beta]$ of the problem as follows:

$$
\begin{equation*}
\mathcal{D}^{\alpha} x(t, \omega) \stackrel{[0, \beta] \text { a.e. } \omega \in \Omega}{=} f_{\omega}\left(t, x_{t}\right), \quad x(t, \omega) \stackrel{[-\sigma, 0]}{=} \varphi(t, \omega) \tag{3.20}
\end{equation*}
$$

Then $l(\cdot, \cdot)$ is said to be sample maximal solution process of the problem 3.20) on $[0, \beta]$, if for every sample solution of the problem (3.20), the inequality $x(t, \omega) \leq l(t, \omega)$ for a.e $\omega \in \Omega$.
Theorem 3.7. Let $f$ be as in Theorem 3.4 and suppose that $f_{\omega}(t, \Phi)$ is sample nondecreasing in $\Phi$ for fixed $t$ and a.e. $\omega \in \Omega$. Then given $\Phi(0, \omega) \in C_{\sigma}$ at $t=0$, there exists an $\beta_{1}>0$ such that the problem 3.1 admits extremal solution on $\left[0, \beta_{1}\right]$, where $\beta_{1}=\min \left\{\beta, \sqrt[\alpha]{\frac{\rho \Gamma(\alpha+1)}{2 M+\rho}}\right\}$.
Proof. Let $0<\epsilon<\rho / 2$ and consider the random fractional initial value problem as follows:

$$
\begin{equation*}
\mathcal{D}^{\alpha} x(t, \omega) \stackrel{[0, \beta] a \text { a.e. } \omega \in \Omega}{=} f_{\omega}\left(t, x_{t}\right)+\epsilon, \quad x(t, \omega) \stackrel{[-\sigma, 0]}{=} \varphi(t, \omega)+\epsilon \tag{3.21}
\end{equation*}
$$

Note that $f_{\omega}^{\epsilon}\left(t, x_{t}\right)=f_{\omega}\left(t, x_{t}\right)+\epsilon$ is define and sample continuous on

$$
R_{\epsilon}=\left\{(t, \psi): 0 \leq t \leq \beta, \text { and } \psi \in B_{\rho}\left(x_{0}\right),|\psi-(\varphi(0, \omega)+\epsilon)| \leq \rho\right\}
$$

It is easy to see that $R_{\epsilon} \subset R_{0}$ and $\left|f_{\omega}^{\epsilon}(t, \psi)+\epsilon\right| \leq M+\rho / 2$ on $R_{\epsilon}$. Then by Theorem 3.4 the problem (3.21) has a sample solution $x^{\epsilon}(\cdot, \omega)$ on $\left[0, \beta_{1}\right]$.

Let $\left\{\epsilon_{n}\right\}$ be a strict decreasing sequence such that $0<\epsilon_{n}<\epsilon$ for all $n \geq 1$ and $\lim _{n \rightarrow \infty} \epsilon_{n}=0$. Also, for each $n \geq 1$, let $x^{\epsilon_{n}}(\cdot, \cdot)$ be solution of

$$
\begin{equation*}
\mathcal{D}^{\alpha} x^{\epsilon_{n}}(t, \omega) \stackrel{[0, \beta] \text { a.e. } \omega \in \Omega}{=} f_{\omega}\left(t, x_{t}^{\epsilon_{n}}\right)+\epsilon_{n}, \quad x^{\epsilon_{n}}(t, \omega) \stackrel{[-\sigma, 0]}{=} \varphi(t, \omega)+\epsilon_{n} . \tag{3.22}
\end{equation*}
$$

This implies that $x^{\epsilon_{n+1}}(t, \omega) \leq x^{\epsilon_{n}}(t, \omega)$ on $t \in[-\sigma, 0]$ and

$$
\mathcal{D}^{\alpha} x^{\epsilon_{n+1}}(t, \omega)=f_{\omega}^{\epsilon_{n+1}}\left(t, x_{t}^{\epsilon_{n+1}}\right)=f_{\omega}\left(t, x_{t}^{\epsilon_{n+1}}\right)+\epsilon_{n+1}<f_{\omega}\left(t, x_{t}^{\epsilon_{n+1}}\right)+\epsilon_{n}=f_{\omega}\left(t, x_{t}^{\epsilon_{n+1}}\right)
$$

for $t \in\left[0, \beta_{1}\right]$. Then, by Lemma 3.2 , it follows that $x^{\epsilon_{n+1}}(t, \omega) \leq x^{\epsilon_{n}}(t, \omega)$ for a.e $t \in\left[0, \beta_{1}\right]$ and a.e $\omega \in \Omega$.

Now, we consider the family of sample continuous functions $\left\{x^{\epsilon_{n}}(\cdot, \cdot)\right\}$ on $\left[0, \beta_{1}\right]$. Note that for a.e. $t \in\left[0, \beta_{1}\right]$ and a.e. $\omega \in \Omega$, we have

$$
\begin{aligned}
\left|x^{\epsilon_{n}}(t, \omega)-\varphi(0, \omega)-\epsilon_{n}\right| & \leq \frac{1}{\Gamma(\alpha)}\left|\int_{0}^{t} \frac{f_{\omega}\left(t, x_{t}^{\epsilon_{n}}\right)}{(t-s)^{1-\alpha}} d s\right|=\frac{1}{\Gamma(\alpha)}\left|\int_{0}^{t} \frac{f_{\omega}\left(t, x_{t}\right)+\epsilon_{n}}{(t-s)^{1-\alpha}} d s\right| \\
& \leq \frac{2 M+\rho}{2 \Gamma(\alpha)} \int_{0}^{t} \frac{1}{(t-s)^{1-\alpha}} d s \leq \frac{(2 M+\rho) \beta_{1}^{\alpha}}{2 \Gamma(\alpha+1)}<\rho .
\end{aligned}
$$

Hence, the family of functions $\left\{x^{\epsilon_{n}}(\cdot, \cdot)\right\}$ is sample uniformly bounded for a.e. $t \in\left[0, \beta_{1}\right]$ and a.e. $\omega \in \Omega$.

Moreover, by Lemma 2.2 in [19] and $\left|\mathcal{D}^{\alpha} x^{\epsilon_{n}}(t, \omega)\right|=\left|f_{\omega}\left(t, x_{t}^{\epsilon_{n}}\right)+\epsilon_{n}\right| \leq M+\rho / 2$, we infer that the family of functions also equicontinuous for a.e. $t \in\left[0, \beta_{1}\right]$ and a.e. $\omega \in \Omega$. Therefore, there exists a decreasing sequence $\left\{\epsilon_{n}\right\}$ such that $\epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$ and the uniform limit $l(t, \omega)=\lim _{n \rightarrow \infty} x^{\epsilon_{n}}(t, \omega)$ exists on $t \in\left[0, \beta_{1}\right]$ and a.e. $\omega \in \Omega$. It is easy to check that $l(0, \omega)=\varphi(0, \omega)$ for a.e. $\omega \in \Omega$.

Since $x(t, \omega)$ is a sample continuous functions for fixed $t \in\left[0, \beta_{1}\right]$, then $f_{\omega}\left(t, x_{t}^{\epsilon_{n}}\right) \rightarrow f_{\omega}\left(t, l_{t}\right)$ as $n \rightarrow \infty$ for a.e $t \in\left[0, \beta_{1}\right]$. By Theorem 3.4, we infer that $l(t, \omega)$ is a solution of the problem (3.1) on $\left[0, \beta_{1}\right]$.

In the sequel, we will show that $l(t, \omega)$ is the maximal solution of the problem (3.1) on $\left[-\sigma, \beta_{1}\right]$. Let us $x(t, \omega)$ be any solution of the problem (3.1) on $\left[-\sigma, \beta_{1}\right]$. We have

$$
\begin{aligned}
& \varphi(t, \omega)<\varphi(t, \omega)+\epsilon, \\
& \mathcal{D}^{\alpha} x(t, \omega)<f_{\omega}\left(t, x_{t}\right), \\
& \mathcal{D}^{\alpha} l(t, \omega) \geq f_{\omega}\left(t, l_{t}\right)
\end{aligned}
$$

for a.e. $t \in\left[0, \beta_{1}\right]$ and a.e. $\omega \in \Omega$. By Lemma 3.2, we obtain

$$
x(t, \omega) \leq l(t, \omega)
$$

for all $t \in\left[0, \beta_{1}\right]$ and a.e. $\omega \in \Omega$. It follows that $x(t, \omega) \leq \lim _{n \rightarrow \infty} x^{\epsilon_{n}}(t, \omega)$ uniformly on $\left[0, \beta_{1}\right]$. This proof is completed.
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