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Abstract

In this article we decide to define a modified homotopy perturbation for solving non-linear integral
equations. Almost, all of the papers that was presented to solve non-linear problems by the homotopy
method, they used from two non-linear and linear operators. But we convert a non-linear problem
to two suitable non-linear operators also we use from appropriate bases functions such as Legendre
polynomials, expansion functions, trigonometric functions and etc. In the proposed method we obtain
all of the solutions of the non-linear integral equations. For showing ability and validity proposed
method we compare our results with some works.
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1. Introduction and preliminaries

Non-linear integral equations are the class of important problems in applied sciences and engineering.
So, almost all of the scientists in different branch of the sciences are interesting to mathematics
specially non-linear problems. In this section we remind a brief of homotopy perturbation method.

Homotopy is an important part of topology and it can convert any non-linear problem in to
finite linear problems. A kind of homotopy perturbation method introduced in[5] that is depend
on small parameter and this dependence to small parameter can be lead to wrong solution. But
in [3, 4] introduced an other homotopy method that it is not depend on small parameter. Also in
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[6] a modified was down for homotopy method. In the follow of the above mentions we consider to
non-linear problem with boundary condition:{

A(u) = f(s), s ∈ Ω
B
(
u, ∂u

∂n

)
= 0, n ∈ Γ

(1.1)

where A is a general differential operator, B is a boundary operator, f(s) is a known analytic
function and Γ is the boundary of the domain Ω, (see[2, 3]). In the above references the operator A,
is divided in to the linear and non-linear operators in the names Land N respectively. So, Eq.(1.1)
was converted in the following form:

L(u) +N(u)− f(s) = 0. (1.2)

Also in [2, 3] homotopy perturbation was defined to this form,

H(v, p) = (1− p) [L(v)− L(u0)] + p [N(v)− f(s)] = 0, p ∈ [0, 1] (1.3)

where v is a general approximation and u0 is an initial approximation for u.

2. Modified Homotopy Perturbation Method

We divide A operator and f function to some sections as follows;

A1(u) + A2(u) = f1(s) + f2(s), (2.1)

where A1, A2 are non-linear operators, also f1 and f2 are functions, such that f1(s) can be ap-
proximated by polynomials with less than k degree, Legendre polynomials, trigomometric func-
tions, expansion functions and etc. it’s dependent to the kind of Eq. (1.1) Also we can write,
f2(s) = f(s)− f1(s).
According to the above subjects we have,

N1(u) +N2(u) = 0,

where N1(u) = A1(u)− f1(s) and N2(u) = A2(u)− f2(s).
Now, we define a homotopy, to this form;

H(v, p) = N1(v) + pN2(v) = 0, p ∈ [0, 1] (2.2)

By considering to Eq. (2.2) , with variations p = 0 to p = 1 we obtain A1(u) = f1(s) to A(v) = 0, in
other words we find solution of the Eq. (1.1) for p = 1. In the follow we use from some approximations
such as,

v =
∞∑
i=0

pivi, (2.3)

f1(s) =
n∑
i=0

αiΦi(s), (2.4)

In the Eq. (2.2) Now, we consider to non-linear integral equations,

u(s) = f(s) +

∫ b

a

k(s, t)g (t, u(t)) dt, a ≤ s ≤ b (2.5)
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by using Eqs. (2.2-2.4) and Adomain polynomials in the above process for solving Eq. (2.5), we
introduce an algorithm as follows:

v0(s) = f1(s),

v1(s) = f(s)− f1(s) +
∫ b

a
k(s, t)A0(t)dt,

vn+1(s) =
∫ b

a
k(s, t)An(t)dt, n ≥ 1

(2.6)

where, Adomain polynomials (see [8] ) is given by,

An(t) =
1

n!

(
dn

dpn
g

(
t,

∞∑
i=0

pivi(t)

))
p=0

. (2.7)

For finding solution of Eq. (2.5) by the above algorithm (2.6), we set v1(s) = 0 so, suitable choose
of the v0(s) is important.

3. Applications

In this section we solve two examples that they are in [1, 7] respectively.

Example 3.1. Consider the non-linear integral equation,

u(s) = cos s2 +

∫ π
6

0

sin s2 (u(t))2 dt. (3.1)

In[1] with Adomain and Simpson role methods in 5th stage is given by

u5(s) = cos s2 + 0.000164953 sin s2,

also absolute error is 3× 10−4, but we use basis functions as {cos is2, sin is2}∞i=0 and applying it for
solving Eq. (2.5), so by using (2.6) algorithm, we can write,

v0(s) = α0,

v1(s) = cos s2 − α0 +
∫ π

6
0 sin s2 α2

0dt,
= (−α0)(1) + (1) cos s2 +

(
α2
0
π
6

)
sin s2,

(3.2)

with condition of v1(s) = 0 and linear independence of the elements of {1, cos s2, sin s2} we conclude
that relations of (3.2) is invalid. So, we increase number of elements of basis to construct v0(s), for
this we choose v0(s) = α1 cos s2 + α2 sin s2 then, according to (2.6) we have,

v1(s) = (1− α1) cos s2 + (aα2α
2
1 + b α2

2 + c α1α2) sin s2,

where a = 0.515837, b = 0.00776208 and c = 0.0936628.

By considering of the linear independence for elements of {1, cos s2, sin s2} we can get α1 =
1, α2 = 0.571946, α2 = 116.193. So, the solutions of the relations (3.2) are as,{

v(s) ≈ v0(s) = cos s2 + 0.571946 sin s2,
v(s) ≈ v0(s) = cos s2 + 116.193 sin s2.

(3.3)

For the above solutions the absolute errors are 1.1× 10−16 and 8.3× 10−13 respectively.
So, the proposed method is shown the high accuracy in the compare of [1].
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Example 3.2. In this example, we consider the non-linear integral equation solved by wavelet basis
in [7], also with absolute error equal to 10−7 for u(s) = es as an exact solution,

u(s) = es+1 −
∫ 1

0

es−2t (u(t))3 dt. (3.4)

So, solution of the above integral equation is given by u(s) = es. But we give all of the solutions for

Eq.(3.4). In this way it’s enough that we choose vo(s) ∈ linear span
{

1,
is
e
}∞
i=0

, then we have,

v0(s) = α0 + α1e
s,

v1(s) = f(s)− v0(s) +
∫ 1

0
k(s, t) (v0(t))

3 dt,

by condition v1(s) = 0, solutions of the Eq. (3.4) are in the following form

u(s) ≈ vo(s) = es,
u(s) ≈ vo(s) = (−0.5 + i(1.15411)) es,
u(s) ≈ vo(s) = (−0.5− i(1.15411)) es.

It is obvious that, we find exact solution of the non-linear integral equation in one step and also, we
could find others solutions of it.

4. Conclusion

In this paper, we try for introducing a modified homotopy perturbation method to solve non-linear
integral equations. In the proposed method we found almost all of the solutions of problem in the
only one step with high accuracy. These are ability and validity our method.
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