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Abstract

The nature and importance of user’s comments in various social media systems play an important
role in creating or changing people’s perceptions of certain topics or popularizing them. It has now
an important place in various fields, including education, sales, prediction, and so on. In this paper,
Facebook social network has been considered as a case study. The purpose of this study is to predict
the volume of Facebook users’ comments on the published content called post. Therefore, the existing
problem is classified as a regression problem.

In the method presented in this paper, three regression models called elastic network, M5P model,
and radial basis function regression model are combined and an ensemble model is made to predict the
volume of comments. In order to combine these base models, a strategy called stack generalization is
used, based on which the output of the base models is provided to a linear regression model as new
features. This linear regression model combines the outputs of the 3 base models and determines the
final output of the system.

To evaluate the performance of the proposed model, a database of the UCI dataset, which has
5 training sets and 10 test sets, has been used. Each test set in this database has 100 records. In
the present study, the efficiency of the base models and the proposed ensemble model is evaluated
on all these sets. Finally, it is concluded that the use of the ensemble model can reduce the average
correlation coefficient (as one of the evaluation criteria of the model) to 74.4 ± 16.4, which is an
acceptable result.
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1. Introduction

Machine learning methods have a wide range of applications [1-14]. Social networks are a new
generation of sites that are the focus of users of global Internet networks these days. Such databases
are based on online organizations and each brings together a group of Internet users with a specific
feature. Social networks are considered to be a type of social media that has made it possible to
achieve a new form of communication and content sharing on the Internet. Social networks can
be explored and evaluated from different aspects. In this article, an attempt is made to predict
comments on Facebook posts.

The strong presence of social networks in cyberspace as one of the most basic and most widely
used web pages, has caused a large number of users to spend part of their daily life in cyberspace.
Although there have been various conversations and statements in various fields related to social
networks, especially Facebook, the complexity of the phenomenon of second life in cyberspace, part
of which takes place in social networks, is a bed of all kinds of new life. This has caused the circle of
conversations about these networks to be very large and diverse. Social networks, led by Facebook,
are one of the new phenomena of cyberspace and the new life of millions of people with the largest
number of users. So far, nearly one billion people have joined Facebook.

The user of cyberspace has no limits to communicate on Facebook. This network in the strict
sense of the word has become a virtual country, where residents from all over the world are accepted,
entry and exit to this virtual country does not require a visa and every human being can enter this
country only by having an Internet connection. It is a country where real people are present in
cyberspace and sometimes with their avatars.

Public social networks, such as Facebook, provide users with a variety of features depending on
the purpose of their activity, such as sharing text, images and multimedia files, adding friends, and
the system of sending and receiving messages. Facebook allows the user to deactivate this part of the
system if he does not want to receive messages. Other features of this network include easy connection
by all personal electronic devices, such as mobile phones, tablets, etc. This makes it easy for the
users to log in to their personal page anywhere in the world and entertain themselves by adding posts
or reading other people’s posts and similar activities. As a result, people are increasingly turning to
social networks such as Facebook.

In the social networking service, the most active and important of them, namely ”Facebook pages”
are selected for analysis. It is intended to determine the number and type of comments of a post
in a few hours and the number of comments it will receive. Studying the behavior and opinions of
social network users can provide very useful information on various fields, such as cultural, political,
tourism and even e-commerce and marketing issues.

The overall purpose of this study is to provide a model to predict and identify the volume of
comments of social network users on a post in the next few hours. In this research, the most active
social network service, Facebook, is studied and analyzed. The main purpose of this research is to
analyze the tendencies and patterns of Facebook users.

In this regard, this general goal is divided into several sub-goals:

• Identifying appropriate features for behavioral analysis and modeling of user preferences

• Determining the efficiency of these forecasts in different areas

• Determining the appropriate model of user behavior and tendencies

• Investigating the impact of users’ comments on each other’s opinion
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Finally, by examining and comparing the classification methods, it is tried to reveal their strengths
and weaknesses, and as a result, analyze the appropriate methods to cover the weaknesses and
improve the strengths.

The volume of comments on social media can be measured as the number of words in the comments
section, the number of comments, the number of distinct users who have submitted comments, or
various other types. These actions can be influenced by various factors, such as the original text of
the document/post, links to other documents/posts, time of day a post appeared, side conversation,
page likes, page check, or page category, and etc.

2. Literature review

For comment volume prediction, patterns of user comments appear on the posts/documents, and
forecasts are presented based on the number of comments. A limited number of research has been
done on predicting comment volume using different social media platforms, which will be briefly
described here.

Different regression models, such as reduced error pruning, m5p tree, perceptron multilayer, and
RBF network can be used to predict comment volume. Singh et al. (2015) worked on Facebook
using neural networks and decision trees and provided a software example that shows the volume
of comments. These evaluations are performed on different types of data, so the decision tree per-
forms better than neural networks in predicting the volume of descriptions. Similarly, Buza (2014)
demonstrates an industrial-conceptual evidence that automatically analyzes documents in Hungarian
blogs. In this article, the author uses different features of blogs to teach different regressor models
and evaluates the results using the criteria of @ 10Hits and AUC @ 10. The result shows that the
regression model is better than simple models.

Even classifiers can be used to categorize comments in specific classes, such as the study by
Tsagkias et al. (2009). This article reports on predicting the volume of comments on news arti-
cles before publication using a random forest classifier based on a set of five features of surface,
cumulative, textual, semantic, and real-world features. They do this in two steps. First, the binary
classification of articles with the potential to receive comments, and second, the classification of arti-
cles into ”low volume” and ”high volume”. Outputs indicate better binary classification results and
evaluate that textual and semantic features are stronger than other features. Similarly, the study
of Balali et al. (2013) analyzed the content and timing of online news agencies to identify factors
influencing the dissemination of content to the public. They also used the random forest classifier
to categorize articles into three categories of without comment, intermediate comments (1-6) and
very high comments (¿ 6). The proposed model accurately predicts more than 70% and reports that
the release date and weight introduced for content measurement were more informative than other
features. Results can be predicted based on important days (i.e. elections, festivals, and holidays)
and geographical features. While the study of Tsagkias et al. (2010) shows the dynamics of user
opinions in seven different news sites, this article discusses the two-factor distribution of log normal
and negative functions and predicts the volume of comments using a linear model and active com-
parison throughout the various news sites. The results show that the prediction of the volume of
long-term comments may be with a small error after 10 source-hours in the observations.

Jamali et al. (2009) worked on Digg.com social bookmarking website. They defined collabo-
ration and participation of users of a network and studied the behavioral characteristics of users
using the comment information. Moreover, they measured the entropy and concluded that users
on the Digg.com site were interested in a wide range of topics. Using a classification and regres-
sion framework, the popularity of online content was predicted based on theoretical data and social
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network-derived features. This article reports a 1 to 4 percent loss of classification accuracy. This
is despite the fact that the forecast is based on the popularity metric and uses only a few hours
of comment data compared to all available comment data. The results can be further improved by
polar analysis of comments.

Different thematic models can be used to extract hidden topics in post content. Yano et al.
(2010) studied political blogs using a variable thematic model and analyzed the relationship between
content and comment volume. The Naive Boys model is also used for binary forecasting, i.e. high
volume or low volume, and the forecast is evaluated according to precision measurement, recall, and
F-criteria. They concluded that predicting high-volume posts could improve learning topics.

Even, Negi et al. (2012) predicted the state of user-content links of Flickr groups to show the
chance of one user commenting or another user updating an image. They considered both the social
effect using the Transactional Mixed Membership Stochastic Block (TMMSB) and the content effect
using the Latent Dirichlet Allocation (LDA) to predict user-content links. Time zone effects can be
used in the future to obtain more accurate results.

The most popular social networking site, Facebook, is used in the study of Rahman (2012), who
offers a data mining architecture for collecting social data. This article collects various features, such
as personal information, comments, wall posts, and age using the Facebook API key. It then compares
information about age groups for different uses as predicting human behavior, job responsibility
distribution, pattern recognition, decision making and product promotion. The nearest neighbor k
algorithm is used to classify numerical and textual properties and range properties of values such as
number of posts on the wall, number of ages, number of music, and number of interests at different
levels of the class.

Summarizing users’ comments is more difficult when mixed with different opinions. Especially
in the case of restaurants where the overall rating of the restaurant is evaluated based on different
comments about different foods. Zheng et al. (2015) has proposed a new approach to summarize the
comments on restaurants. They used real-world reviews to purchase from the most popular Chinese
and English restaurant websites, Dian-ping and Yelp. Using food features and user comments, as two
independent dimensions in the hidden space, it has created a two-way thematic model combined with
word-extraction algorithms related to opinion expression and clustering-based selection algorithms.
Their method provides a high quality summary of restaurant dishes. This concept can be used for
broader applications, such as selling different goods or services.

3. The proposed method

In this section, the method suggested in this article is presented to predict the number of comments
related to each Facebook post. In this regard, a teachable ensemble model was used in which 3
regression models called MP5 tree model, radial basis function and elastic model were combined. In
the proposed ensemble model, a simple linear regression model is used to combine the output of each
of the base models. In addition, in this paper, we will use an effective feature selection method based
on correlation to remove irrelevant and redundant features. The details of the proposed methods are
described below.

3.1. M5p tree model

A decision tree model called M5 was proposed to predict continuous data. This model, unlike
other common decision tree models that present discrete classes as output, creates a multivariate
linear model for the data in each node of the tree model. The structure of decision tree models
includes the steps of creating a tree and pruning it. In the tree construction stage, an inferential



Predicting the number ...
Volume 12, Special Issue, Winter and Spring 2021, 49-62 53

algorithm or division criterion is used to generate a decision tree. The division criterion for the M5
model algorithm is the evaluation of the standard deviation of the values of a class that arrives at a
node as a quantity of error and calculates the expected reduction in this error as a result of testing
each feature in that node. The reduction of the standard deviation is obtained from the following
relation:

SDR = sd(T )− Σ
|Ti|
|T |

sd(Ti) (1)

Where, T represents the series of samples that reach the node, Ti represents the samples that have
the ith output of the potential series, and sd represents the standard deviation. Due to the branching
process, the data in the child nodes have less standard deviation than the mother node and are
therefore purer. After maximizing all possible branches, M5 selects an feature that maximizes the
expected reduction. This division mostly forms a large quasi-tree structure that causes overfitting.
To overcome the problem of overfitting, the formed tree must be pruned. This is done by replacing a
subtree with a leaf. Therefore, the second step in designing a tree model involves pruning the grown
tree and replacing the subtrees with linear regression functions. This tree model production technique
divides the input parameters’ space into smaller areas or subspaces and fits a linear regression model
in each of them. After the linear model is obtained, the model is simplified to minimize the estimation
error by removing the parameters. The M5 uses a greedy search to remove variables that have little
involvement in the model. Of course, sometimes all variables are removed and only one constant
value remains. Figure 1 shows how the M5 decision tree model works for a hypothetical problem.
Each model represents a linear regression equation. For example, if X1¿2.5 and X2¿2, then the third
model is used in the form of Y = a0 + a1X1 + a2X2.

Figure 1: m5 model performance for decision tree construction. Left figure: Division of the x1 and x2 parameters’
space into 6 areas. Right figure: expression of the criterion of dividing the space of input parameters into a tree

3.2. Supervised Gaussian radial basis function

Radial basis function (RBF) networks are a type of feed forward neural network with a long
history. However, relatively few articles have covered how to train such a network so that it can
make accurate predictions. A common strategy is to train the hidden layer of the network using the
k-means clustering algorithm and to train the output layer of the network using supervised learning.
But in this paper, it is showed that if the hidden layer of the network is trained using a supervised
algorithm, more accurate predictions will be made. In this approach, learning center positions, local
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variances of basic functions, and feature weights are adjusted in a supervised manner. In the RBF
predictor, the error squares along with a polynomial penalty on non-bias weights in the last layer of
the network were used as a loss function to find the network parameters.

The Gaussian radial basis function model is defined as follows:

f(x1, x2, . . . , xm) = g

(
w0 + Σb

i=1wiexp

(
−Σm

j=1

a2j(xj − cij)2

2δ2ij

))
(2)

Where x1 to xm are the feature values’ vector for a given sample, g(.) is the activation function, b
is the number of base functions, wi is the corresponding weight for each base function, a2j is the jth

feature weight, ci is the center of the base function, and δ2i,j is variance functions. It should be noted
that this model is the most difficult model to implement because both the weight of the features and
the variance corresponding to each basic function for each feature must be determined during the
training process. By selecting the appropriate parameter settings, simplified versions of the above
model can be used. By default, feature weights are not used (i.e. a2j is considered a constant value of
1) and there is only one global variance parameter (i.e. δ2i,j = δ2i ). Therefore, in this case, there is only
b parameter of variance. Setting the parameters of w(l),i, a2j , ci,j and δ2i,j is done after determining a
local minimum on the squares of the training data error. This error function is calculated as follows:

LSSE =

(
1

2
Σn
i=1(yi − f(x̄1))

2 + (λΣb
i=1w

2
i )

)
(3)

In the above relation, yi is the target value for the training sample of xi. As can be seen, the first
series is performed on all n training samples. The λ parameter is known as the ridge parameter and
its role is to control the share of penalties on the weights in such a way as to prevent the model
overfitting. This parameter can be set by the user.

The gradients of the error functions are composed of corresponding partial derivatives in com-
parison to the network parameters. These derivatives are calculated using a standard account.
Calculating partial derivatives, just like multilayer perceptron, involves post-fault propagation in
the network. In the implementation, there are two gradient-based methods for optimizing the pa-
rameters: the Quasi-Newton method using BFGS and the nonlinear conjugate gradient reduction
method.

Before the training phase begins, all numerical features are normalized and mapped to values
between 0 and 1. Even the target feature (i.e. the output value) is subject to this normalization,
but after determining the predicted value, the predicted normal number is displayed in the initial
non-normal space. In the implementation of this regression method, unknown values of numerical
features are replaced by the average value of that feature and unknown values of nominal features
are replaced by the mode value. Constant features are removed and nominal features are converted
to binary. The same steps are followed for the test sample, whose output should be predicted.

Another important step in network training is the initialization of network parameters. In the
implementation, the initial values of network weights are randomly extracted from a uniform distri-
bution in the range of 0.25 to -0.25. This sampling strategy is practically adapted from a well-known
heuristic, according to which it is better to randomly weigh the weights with a small amount.

Initialization of hidden unit centers and variances is a much more complex process than initializa-
tion of network weights. Since the k-means clustering algorithm is a fast algorithm that is frequently
used to train the hidden layer of the RBF network, this algorithm has been used to initialize the
hidden layer centers (ci,j). In addition, the initial value of all parameters of δ2i,j variance is considered
equal to the maximum square of the Euclidean distance between the centers of the clusters. Accord-
ing to this approach, we will make sure that the initial value of the variance parameter is not too
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small. This approach, in practice, leads to a resilient learning process. It is also important to note
that when using a2j features’ weights, these values are initialized.

In the implemented model, if any delta value is less than a user-defined threshold limit (10-6) when
calculating gradients, then the delta value is considered zero and further calculations are avoided.

3.3. Elastic network

Another model used in this article is a model called elastic network. The motivation for creating
this network stems from solving the problem of another model called Lasso. Suppose we show our
dataset as (X, y) that X is the prediction matrix with dimensions n × p andy is the output vector.
In Lasso, the goal is to minimize the following objective function:

m
β
in‖y −Xβ‖2 s.t. ‖β‖1 = Σp

j=1|βj| ≤ t (4)

In the above relation, ifp > n, the lasso model selects a maximum of n variables. That is, the
number of selected features is limited by the number of samples. Another problem with Lasso is that
it cannot perform a group selection. This means that it selects one variable from a group and ignores
the rest. The elastic model tried to solve the problems of Lasso model using the following equation:

β̂ = a
β
rgmin‖y −Xβ‖2 + λ1‖β‖1 + λ2‖β‖2 (5)

The norm part of a penalty leads to the production of a sparse model. The squared part of a penalty
has several effects, which are:

- Removing the limit on the number of selected variables

- Increasing the impact of feature grouping

- Stabilizing the first norm path

It should be noted that the path produced by the elastic network is a piecewise linear. The proposed
objective function in the elastic network model is solved by a stepwise algorithm called LARS-EN
and the final path is generated.

3.4. Combination of predictors

In this section, one of the most important innovations of this article, which is the design of a
new ensemble predictor, is discussed. The design of the ensemble is basically based on a principle
called Diversity. This means that the basic predictors used should be somehow diversified. This
diversity can be done at four data, feature, predictor, and combiner levels. Diversity at the data
level means that the basic predictors use different samples for training. Diversity at the feature level
means that not all basic predictors are trained on a fixed set of features and use different feature sets
for training. The third level is based on the principle that different predictors are used for training.
In fact, predictors that are taught differently must be used. The last level is related to the combiner.
For example, several types of strategies, such as majority voting, weighted voting, and the use of a
learner can be combined, thus creating diversity. In this article, it is intended to use a new strategy
to combine predictors.

In the present study, the stack generalization method is used to train the proposed predictor.
The idea of stack generalization is as follows. Suppose Z is the name of the dataset that contains
N samples with different outputs. In our case, these outputs are the number of comments per post.
In the proposed method, we divide the Z dataset into 10 separate sets. We also assume that we use
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all three regression models introduced in the previous section. In the stack generalization method,
we train each model using the standard 10-fold cross-validation method. Database X is randomly
divided into 10 non-overlapping sections of equal size, Xi ,i = 1, 2, . . . , 10. To produce each pair of
train and test data, one of the 10 sections is used for testing and the other 9 sections for training.
This operation is repeated 10 times. In this way, 10 pairs are obtained as follows:

V1 = X1 , T1 = X2 ∪X3 ∪ · · · ∪X10

V2 = X2 , T2 = X1 ∪X3 ∪ · · · ∪X10

.

.

.

.

V10 = X10 , T10 = X1 ∪X2 ∪ · · · ∪X9 (6)

At the end of the training procedure, there are 10 copies of each predictor, each version being trained
on 10 datasets.

Next, we need a separate predictor to learn how predictors vote. To this end, for each sample in
the X1 subset, the outputs generating the trained predictors on theT1 subset are retained and used
as new features to construct the desired dataset for the combiner. Thus, the three outputs generated
from the base predictors (RBF, M5P, and ElasticNet) and the actual sample output in the X1 form
a new feature vector. With these interpretations, the training dataset for the combiner predictor is
a 4-element vector. In the following, the same process is repeated for the samples in the X2 subset,
and using the output of the trained predictors on T2, a series of other 4-element vectors are added to
the combiner training set. The same process is repeated for other subdivisions. Once the combiner
training set is complete, we need to train our combiner on this dataset. In this paper, we used linear
regression as a combiner.

After combiner training, the 10 subsets are re-integrated into the Z set, and the basic predictors
are re-trained. In this way, both the basic predictors and the linear ensemble predictors are prepared
to predict the output of the test samples. As can be seen in Figure 2, when a sample X is prepared
for testing, the trained predictors provide their prediction of the sample X to the combiner. Thus, a
true 3-element real vector is assigned to the ensemble predictor to determine the final output.
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Figure 2: Architecture of the proposed ensemble predictor

3.5. Feature selection

In the database used in this paper, 52 features have been extracted for each sample. Now, it is
attempted to reduce the number of these features and select a suitable subset of them.

The purpose of feature selection is to select the k features from among the existing d features
that provide the most information. Thus, we omit the (d-k) features. In order to select the best
subset, this article uses the correlation-based feature subset selection (CFS) criterion. According to
this competency criterion, a subset is more appropriate whose members are highly correlated with
the relevant output and, on the other hand, are not dependent on each other. According to this
principle, irrelevant features should be removed because they have little correlation with the output
of the samples. On the other hand, redundant features should be removed because they are highly
correlated with one or more features and it is sufficient to use one feature instead of all of them. The
equation for this competency criterion is as follows:

Ms =
kr̄cf√

k + k(k − 1)r̄ff
(7)

Where, Ms is a heuristic criterion of the competency of a feature set S that includes k features, r̄cf
is the mean output-feature correlation (f ∈ S), and r̄ff is the mean feature-feature correlation. The
fraction numerator indicates the ability of the features to predict the output and the denominator
of the fraction also indicates the redundancy between the features. In the present study, a genetic
algorithm has been used to search for a suitable subset.

In solving a problem using genetic algorithm, 2 basic steps of definition of chromosome and
definition of fit function are proposed. The first step in starting a genetic algorithm is how to show
a chromosome that indicates a candidate solution. We have a simple task ahead for the feature
selection problem. Here, 62 features have been extracted, so the chromosomes will have 52 genes. If
the value of a gene is equal to 0, it means that the corresponding feature of that gene has not been
selected, and if it is equal to 1, it means that it has been selected. The criterion used in the CFS
method is also used to define the fit function. The following figure shows the general block diagram
of the genetic algorithm.
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Figure 3: Block diagram of feature selection method

4. Results

In this section, we will first introduce the dataset used in this article. Then, we investigate the
effect of the proposed ensemble algorithm on improving the accuracy of the final regression. Finally,
the rate of improvement of the accuracy and speed of the proposed algorithm by the proposed feature
selection method is evaluated.

4.1. Dataset

The number of samples in the dataset used in this article is 40949 samples. These samples were
made in 2016 from the contents of Facebook pages. In this dataset, which is available online in the
UCI data warehouse, 53 input features plus an output feature (i.e. the number of comments below
that content) are extracted from each Facebook post (i.e. each sample). Table (1) summarizes the
extracted features for each sample. As can be seen, these features can be divided into four groups.
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The features of the first group try to measure the popularity and effectiveness of the source of an
article. The second group of features, known as essential features, display the pattern of comments
below each post at different time intervals. The third group is related to some features related to the
document, such as: document length, time gap between the base time and the time the article was
published, page promotion status, number of shares, and etc. The fourth group of features is known
as features of the days of the week, in which the day post was published and the day of the week
showing the base time are shown as two seven-element binary vectors.

Table 1: Description of the features in the dataset used in the article

No. Group Name Description
1 First Number of likes per

Facebook page
This feature indicates the popularity of
the page and the level of public support
for a particular page.

2 First Number of Face-
book page check-in

This feature shows how many people
have visited a particular section on Face-
book so far.

3 First Talk about page This feature estimates people’s daily in-
terest in the source of an article / doc-
ument. This feature is calculated based
on the number of people who like a page
and return to it. It actually determines
the actual number of users of a page.

4 First Page category This feature specifies the type of docu-
ment source: location, institute, brand,
and so on.

5-29 Derivative features These features are extracted by the page
through the calculation of the minimum,
maximum, average, median and stan-
dard deviation of the essential features.

30 Second CC1 Total number of comments before select-
ing base time.

31 Second CC2 Number of comments in the last 24 hours
(after base time).

32 Second CC3 Number of comments between the last
24 hours and the last 48 hours (after
base time).

33 Second CC4 Number of comments in the first 24
hours after the publication of the arti-
cle, but after the base time.

34 Second CC5 Difference between CC2 and CC3.
35 Third Base time This property is between 0 and 71

(hours).
36 Third Content length The number of characters in a post that

indicates its size.
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37 Third Page sharing num-
ber

This feature shows how many people
have shared the relevant content among
their friends.

38 Third Page promotion sta-
tus

This feature is a binary feature that indi-
cates whether the person has advertised
their content or not? Because some peo-
ple on Facebook advertise their content
to get more views and pay for it.

39 Third H-local This feature defines the time at which
the target comments are received.

40-46 Fourth The day of the week
when the post was
published

These features are a seven-element bi-
nary vector that specifies what day of
the week this article was published.

47-53 Fourth Basic week day This feature shows the day of the week
as the base time. This feature vector
contains seven binary elements.

54 Output The number of comments in the H next
hours (H is expressed in feature 39).

4.2. How to measure the efficiency of regression methods

The dataset in the UCI data warehouse divides the prepared samples into 5 training groups and
7 test groups (there are 100 samples in each test set). In this article, we will report the results of
the relevant tests on all test sets for training on each of the 5 training sets. Therefore, in the studies
performed, 50 tests are performed. In each test, the efficiency of the regression model was mentioned
based on conventional criteria, such as correlation coefficient, mean absolute error (MAE), root mean
squared error (RMSE), relative absolute error (RAE), and root relative squared error (RRSE). In
the following, the formula of the mentioned criteria is presented.

Correlation coefficient =
Σn
i=1(ai − ā)(pi − p̄)√

Σn
i=1(ai − ā)2.Σn

i=1(pi − p̄)2
(8)

MAE =
Σn
i=1|pi − ai|

n
(9)

RMSE =

√
(pi − ai)2

n
(10)

RAE =
Σn
i=1|pi − ai|

Σn
i=1|ai − ā|

(11)

RRSE =
Σn
i=1(pi − ai)2

Σn
i=1(ai − ā)2

(12)

In the above equations, pi, ai, ā and p̄ show the prediction values for the ith sample, the actual values
for theith sample, the mean of the actual values, and the mean of the predicted values, respectively.

4.3. Prediction precision report

In this section, the results obtained from the methods used in this article are reported. It should
be noted that the weka software was used to implement the mentioned methods. Normalization
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of features is essential in most machine learning techniques. In this article, the normalization of
features has been done from the pre-processing part related to the software. In this regard, using
unsupervised filtering of features, the values of all features are mapped to a value between zero and
one. Next, irrelevant and redundant features are removed from the training set samples based on the
genetic algorithm-based approach introduced in Chapter Four. In Table (2), the selected features
from each training set are specified separately.

Two interesting points are taken from Table 2. The first point is that out of the 52 features
extracted, a maximum of 7 features are extracted as useful features from the training sets, and more
than 85% of the features are irrelevant or redundant that will cause the predictor performance to
decline. The same result can be considered an interesting result. For example, the number of likes
on a page is ineffective in predicting the number of comments. While everyone thinks that there is
a strong correlation between the number of likes and the number of comments, but after applying
the feature selection method, we came to the conclusion that this is not the case. The second point
that can be deduced from this table is the common features selected in different training sets. For
instance, features 30 (i.e. the total number of comments before selecting the base time), 33 (i.e.
the number of comments in the first 24 hours after posting, but before base time), and 36 (i.e. the
number of characters in the content indicating the post size) have been selected as effective features
in all sets. The total number of different features selected for the 5 different training sets is only 10
features.

Table 2: Selected features in the various training sets available in the database

Training set Number of selected features
First 11, 12, 30, 33, 36, and 49

Second 11, 12, 30, 33, 36, and 49
Third 16, 17, 26, 30, 33, 36, and 45
Fourth 12, 30, 33, 36, and 49
Fifth 12, 30, 33, 36, and 49

After selecting the feature, it is time to predict the number of comments based on the selected
features. As stated in Section 3, three basic predictive models called RBF, M5P and Elastic-Net
are combined in this paper. The results of each of these models and the result of their combination
are reported in Table (3). As can be seen, the proposed ensemble model has performed better than
other methods (especially based on an important criterion such as the correlation coefficient).

Table 3: Comparison of the precision of the proposed ensemble method compared to the basic methods used individ-
ually

Model
Precision

Correlation coefficient (%) MAE RMSE RAE RRSE

M5P 55.4±24.6 28.4±8.8 81.3±53.6 107.4±26.7 99.9±40.6
RBF 56±23.3 28.7±9.3 81.7±53.2 109.6±29 101.8±43
Elastic Net 55.5±25 27.7±8.8 81.2±53.9 106.8±26.8 99.8±41
Proposed model 74.4±16.4 27.6±8 78.6±32.1 105.5±36.7 99.5±44

5. Conclusion

An ensemble regression model was used to predict the volume of comments in this paper. To
implement the proposed model, the UCI database was used, in which 53 features were extracted
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for each Facebook post. First, the available features were mapped to a range between zero and one
using normalization. Then, a criterion called CFS along with genetic algorithm was used to remove
irrelevant and redundant features. After the feature selection stage, it was observed that more than
80% of the features were irrelevant and redundant, the removal of which increases the efficiency of
the proposed regression model. After selecting the useful features, an ensemble model, including
3 basic regression models (named elastic model, M5P and RBF), was proposed. In the proposed
ensemble model, the output of these base models was provided to another regression model (in this
paper a simple linear regression model) as new features. To create a new training set for this linear
regression, a strategy called stack generalization was used. After training the proposed ensemble
regression, this model was trained and tested on different sets. Based on the results, it is concluded
that the combination of basic models using the proposed approach can lead to improved results. It is
worth mentioning that the proposed model achieved an average correlation coefficient of 0.74, which
is considered as an acceptable and promising result.
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