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Abstract

In recent decades air pollution and its associated health risks are in growing numbers. Detecting
air pollution in the environment and alarming the people may accomplish various advantages among
health monitoring, telemedicine, and industrial sectors. A novel method of detecting air pollution
using supervised learning models and an alert system using IoT is proposed. The main aim of the
research is manifold: a) Air pollution data is preprocessed using the feature scaling method, b)
The feature selection and feature extraction process done followed by performing a Recurrent Neural
Network and c) The predicted data is stored in the cloud server, and it provides the end-users with an
alert when the threshold pollution index exceeds. The proposed RNN reports enhanced performance
when tested against traditional machine learning models such as Convolutional Neural Networks
(CNN), Deep Neural Networks(DNN) and Artificial Neural Networks(ANN) for parameters such as
accuracy, specificity, and sensitivity.

Keywords: Internet of Things, Convolutional Neural Networks (CNN), Deep Neural Networks
(DNN), Artificial Neural Networks (ANN), Recurrent Neural Network

1. Introduction

Growth in science and technology has enabled development of cities and also sub- urban and
rural areas. However, these developments go hand in hand with an increase in environmental issues
like land, water, air and sound pollution. Air pollution has proven to have a direct impact on
humans and other living beings. The particulate matters in the air are known to cause the pollution.
Presence of these matters in the air that we breathe draws special attention for many researches
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works [14, 10, 24]. The most commonly known causes of air pollution are factories and industrial
exhaust waste, household heating, natural disasters like forest fires while burning of fossil fuels has
largely contributed to it. After the formation of Clean Air Act program, the United States (US)
has taken initiative to assess the Air status. The study of air is conducted from the past thirty
years. Implementation of this program has certainly improved air status in the past decades however
complete and absolute results are not yet received. [5]. US has reported approximately 200,000
premature deaths in one year caused by combustion emissions that contain particulate matter 2.5
(PM2.5). US also reports 10,000 deaths in a year reason being, changes in the ozone surface. A
study conducted by the American Lung Association stated that illnesses related to air pollution
result in approximate expense of 37 billion dollars every year in United States alone and California
ads up to $15 billion [13]. With this increase in the air pollution and its harm caused to the
environment and living beings, several researches have been conducted among which air pollution
forecast is of great significance. Now that increase in air pollution and its related issues are confirmed,
it has given importance to accurate assessment of air pollution forecasting. This is an important
step for managing the air status and prevention from pollution hexes. The atmosphere is polluted
when harmful and increased substances like gases, particulates, and biological molecules are let
into the air. Air is said to be polluted whenever toxic substances especially in a large quantity is
introduced in the air. These include gases, particulates, and biological molecules. Such mixtures
in the air have definite results, causing diseases and harm to living organisms and impairing the
growth and yield of crops. Air pollutants consists of solid particles, liquid droplets, and gases, these
are categorized as: Primary pollutants, these pollutants are released directly to the atmosphere
from the origin. The origins can vary from natural disasters like sand storm, forest fires or human
made activities like industrial emission, vehicles. Sulfur dioxide (SO2), particulate matter (PM),
nitrogen dioxide (NOx), and carbon monoxide (CO) are primary contaminants highly responsible
for pollution. However, other category of pollutants is created in the air, by chemical or physical
reactions among the primary pollutants. These are called secondary pollutants. Some of these
contaminants are photochemical oxidants and secondary particulate matter. Pollutants that highly
causes pollution are called criteria pollutants, these are related to health hazards, like CO, SO2, lead,
ground-level ozone (O3), NO2, and PM. Air status is estimated by US Environmental Protection
Agency (EPA) Recent studies have shown that the co-relation between exposure of these pollutants
and health issues. These include unable to respond to increased oxygen supply during exercises,
respiratory tract infections in healthy individuals and exacerbating manifestations for individuals
with asthma, respiration casualties specially among young and the old aged groups [33]. Several
environmental agencies like EPA, EU have come up with air status guidelines and standards for
permissible levels of pollutants. Air status index (AQI) is measured on a daily basis, and indicates
how polluted the air is and it’s associated health problems especially among children and elderly
people. It mainly throws light on the symptoms that will be experienced shortly after exposure
to polluted air. This is estimated by calculating the number of individually registered AQI for the
criteria pollutants stated above. Generating prediction technique, according to individual pollutant
levels can anticipate air status on an hour-to-hour basis. This feature also enables AQI to be flexible
and also benefit the population’s health. The system will be enabled to produce warning on the basis
of air status. This system is beneficial because it will assist the health care systems by producing
health vigilances in situations when pollution levels exceed the threshold values. It may also merge
with the currently functional emission control programs, like letting the environmental regulators
to opt for ”on-demand” decreased releases, systematic plan and emergency measures [6]. The main
sections of this study are summarized as:
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2. Problem Statement

The capital city of our country has been facing air pollution since several years. The air status
variables have been higher than the threshold values thus hampering the health. Even though the
government has implemented rules against air pollution the favorable outcome has not been obtained
yet. Active western disturbance causes presence of moisture in high index over the north Indian zone
that includes Delhi. Geographical conditions like rains caused by western disturbance leads to poor
range of National Air Status Index [32] however rains will alter the factors used as a means to forecast
weather conditions by increasing the AQI. This study works towards developing Artificial intelligence
system for AQI forecast. Figure 1 illustrates AQI data prediction design. At stage one, the data is
imported. Recurrent Neural Network is forecasting the future information. The forecasted AQI value
is transferred to the SVM in the second step where the precision of forecasted data and real-time
data are assessed.

Figure 1: AQI Prediction

The two methods used for forecasting the air status are: deterministic and statistical approaches.
Meteorological emissions and chemical systems are used with the help of techniques to simulate
diffusion and expulsion pollutants process by the use of data received from monitoring areas, [2]. Saide
et.al. used CMAQ and WRF-Chem for forecasting air status in urban areas, [28]. However, it gives
lower prediction accuracy because of alterations in pollutant data, varying atmospheric situations
and inadequate abstract data. Statistical methods forecast the air status with the help of statistical
designing. This is a data-driven technique. Auto regression [3] and multiple linear regression (MLR)
[20] techniques are used. The reason of obtaining limited results is their incompetence to design non-
linear data, making air quality forecast inaccurate [11]. Other substitute is support vector regression
design and artificial neural networks (ANN). Recent research by Prybutol et al.proved that non-
linear designs such as ANN generate explicit results compared to linear systems due to the presence
of clearer nonlinear pattern in air status data [26]. Several studies were performed by combining
both the systems which resulted in better prediction results rather than using a single design, [8].
Shi et al. put forward RNN and LSTM for assessing rain in the coming two hours, which was
standardized to aspatial-temporal issue, [31]. Air status estimation resembles climate gauge, but air
status forecast is challenging due to the following reasons: 1) Time taken for air status conjecture is
greater compared to climate estimate, 2) additional influential factors must be paid attention to, in
air status gauge, like increase in pollutants and their association with climatic parameters. Ong et al.
suggested using RNN to forseePM2.5 with natural sensor data, that improved outcome’s precision
[23]. Kurt and Oktay conducted a study forecasting air pollution with neural methods portrayed
strategies importance and accomplishment [16]. Liang et al. forwarded a data that contained an
estimation of PM2.5 which was assessed in Beijing [18]. Eventually, Liang et al. presented data to
divide poison variable into five different urban places of China [19]. The data used here is stated in
points, hence cannot be demonstrated in spatially express way.
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3. Dataset

The dataset used here is AirNet 21. The data is obtained from China National Environmental
Monitoring Center (CNEMC) having 1498 stations, consists of six variables. Meteorological data
is obtained from Global Forecasting System (GFS). Every variable comprises of 1038240 values in
a single point. GFS consists of a 3-D matrix that is formed by NOAA 6 hourly. The 3-D matrix
is incorporated in the 2-D data to create a four-D matrix in order to produce AirNet data. The
four-D database comprises data regarding latitude, longitude, timesteps, features. A single time
frame consists of 6 GFS features and 7 air status indicators. The complete dimensions of data are
(132, 228, 7072, 13).:

1. Temperature (K)

2. Relative Humidity (%)

3. U-wind component (m/s)

4. V-wind component (m/s)

5. Precipitation Rate (kg/m3/s)

6. Total cloud cover (%)

The pollutants considered for prediction are:
PM10, PM2.5, NO2, CO, O3, SO2, AQI
The plot shown in figure 1 describes that the features required for forecasting are inter-related and
hence these can be kept in consideration in order to conduct training of the design.
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Figure 2: UCI data repository for air pollution

4. Pre- processing of the data: neighbor-based feature scaling technique

Scaling of features possesses an important influence in calculating pattern recognition and fore-
casting difficulties according to the prediction precision and low calculation expenses. Scaling systems
are usually used to compress data at every interval. Due to compression process, calculation expense
is minimized and class discrimination is escalated. In this research, the initial step of Euclidean
distance of each variable is calculated. Next, the data values are acquired by dividing data to its
total Euclidean distance. This technique is known as neighbor-based feature scaling [25].
This technique functions in the following way: ”A” dataset comprises of n features and m data.
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Y denotes the output variable. Feature set is x1(1), x2(1), . . . , xn(1), . . . , x1(m), . . . , xn(m) and
Y output variable is Y1(1), Y2(2), . . . , Yn(m). After NBFS application, the new being features
X1(1), . . . , Xn(1), . . . , X1(m), . . . , Xn(m) are calculated by:

Xi,j =
xi,j

The Total Euclidean Distancej (belong to each feature in dataset)
(1)

where, Xi,j is the new feature value of dataset, xi,j is the old feature value of dataset for i = 1, 2, . . . , n
and j = 1, 2, . . . ,m (i: raw value of feature, j: number of features). The algorithm is illustrated
below.
Set the values for input, output and distance value as
Train the dataset S with features as n and output as m
For every feature present in the dataset S
Perform the Euclidean distance for every feature
Assign the sum value as the feature value for every ratio
End for
The Table 1 shows the sample SO2 dataset Sample.

Table 1: Sample dataset containing ten raw SO2 data instances

5. Feature Extraction:

New features were obtained with the help of datetime components present in our dataset. These
features were beneficial to identify series seasonality data. Properties that could be drawn out from
a datetime group were assessed, further a few more variables were made: months [1-12], hours of a
day [0-23], and weekends were attached as a Boolean feature. Hour belongs to cyclic feature and
hence, two new variables were made with a trigonometric approach,

hour sin = sin(2π hour/24) and hour cos =cos(2π hour/24), to map this behavior.

Eventually, season variable was made, having four probable values Fall, Winter, Spring, and Sum-
mer. The overall features that were extracted enclose variables associated with pollutant and par-
ticulate measurements, meteorological conditions, lag features, rolling mean variables, season time,
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and time-related variables. Final compiled datasheet consists of 46 features Specifically, in this step,
10 lag parameters for pollutant, five rolling mean parameters, one parameter for the season, four
trigonometric parameters (two for the month and two for the hour), one Boolean parameters for the
weekend, and parameters for the date and time were established.

6. Feature Selection

After obtaining the 46 features the feature extraction step as mentioned earlier, in order to de-
crease data set dimensionality reducing co-linearity, selection of variables was done. As mentioned
in [9], the concentration of the air pollutants and the ground-level ozone, PM2.5, and NO2, dif-
fers greatly based on environmental conditions and regional geography. Prevailing environmental
conditions affect the concentrations, because of the complex inter connections among air pollutant
sources like industrial gas release, motor vehicles, chemical transformations and waste disposals [7].
Therefore, all the suitable variables that are related to the environmental conditions are a part of the
dataset. Where as in contrast, both filters and embedded techniques were implemented for sorting
out all the additional variables. Filters are techniques that carry out feature selection irrespective
to the forecasting design. Chosen learning method, in this study- SVR is used to carry out vari-
able selection by embedded techniques. In accordance with the filters, as mentioned in [35] Pearson
correlation-based feature selection was done. In order to confirm the presence of co linearity among
the variables, Pearson correlation was used. It was found that few pollutants form a linear relation-
ship between their observations. NO2, CO and CO, PM2.5 have such linear relations. Since the
pollutants had a major co relation with their natural dependence, all pollutants were retained in
the dataset. Pollutants have a strong correlation with their natural dependence, this was indicated
by Cagliero et al. [4]. Pollutants’ respective lag variables possesses high variance hence, concluded
that only target pollutants’ will be considered to minimize the probable co linearity among them.
Moreover, even though SVR is considered strong with regards to co- linearity and multi co linearity
[12], a few unessential variables were put aside to decrease the dataset dimensionality.

7. Recurrent Neural Networks

RNN was established for the purpose of time series data designing. As depicted in in Fig.3,
a circular loop is introduced to feed forward network. The function of this loop is to carry data
of various time steps and carry out temporal task [17]. Consequently, the network comprehends
temporal pattern and calculates the values immediately on the basis of the preceding and present
values.

Figure 3: Recurrent Neural Networks (RNNs)
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The image on the right-hand side is the un- rolled versions of the left sided network image, where

• Wxh: is weights for the connection of the input surface to the uncovered surface.

• W: is weights for the connection of the uncovered surface to the uncovered surface.

• Why: are the weights for the connection of the uncovered-surface-to-output-surface.

• a: is the activation of the surface.

The data is scanned from left to right by recurrent neural network. In this diagram, the variables
used in each step are: variables Wxh, Why and W which are same for each time step. In the
development of RNN with a prediction time t, the input at time t is ”xt” and the data from the
preceding input at time t-1 is activated by parameter ”a” and weights ”W”. All these variables
pass from previous uncovered surface to the present un-covered surface.

8. Air Status prediction using Recurrent Neural Networks

This paper presents RNN system for prediction of pollution levels by taking into consideration
the temporal sequential data of every single pollutant. Hypothesis for this method: with the help
of information such as pollutant concentration levels obtained from temporal sequence data and me-
teorological variables of a given area, system will obtain the dependencies present in the data and
estimate and forecast the level of concentration for the coming next hour. The purpose is to provide
a status representation of data by deriving conclusions from sequential features. This design is de-
signed in a way that the hourly concentration values of pollutants are fed into the system in order to
discover the uncovered trends in previous temporal values of the pollutants. Given, meteorological
variables v = {v1, v2, v3, v4, v5, v6} and pollutant concentrations xt , t = 1, . . . , T with paired
input S = {(v, xt)}, the aim of the design is to identify the trends and forecast xt+1. RNN algorithm
shown in Figure 3 is used for the design concentrations of air pollutants. Every time step of the
design has processing input surface, recurrent surface and output surfaces.

Input Surface: This surface contains thick pollutant concentrations and meteorological variables
by sequence.

Y e
T = f(YT , v) (2)

Where, for the given input of vectors Y e
T function f produces embedding vector Y e

T and n. Hence
the resulting embedding vector is forwarded to the following recurrent surface.

Recurrent Surface: This surface produces factors representing uncovered sequential features
from embedding vector Y e

T . Uncovered states ht are calculated with the help of input from the
preceding time step ht−1 and present input Y e

T . This value is updated with the below mentioned
mathematical formula 3:

ht = Φ(Y e
T , ht−1) (3)

Φ denotes the memory cell module of LSTM.

Output Surface: This last surface produces concentration values for the upcoming hour time
with respect toyt. LSTM [6] is favorable for the algorithm since this RNN reduces the gradient



Improving air pollution detection accuracy ..... 12 (2021) No. 2, 1497-1511 1505

vanishing issue and is capable of studying long term dependencies. This presented design, RNN-
LSTM is important in order to improve forecasting precision of concentration values. Compared to
the RNN surface cell module, RNN-LSTM possesses three gates to store long term dependencies.
Important constituents of LSTM surface are

i. States: deliver data to un-covered and output surfaces.

ii. Gates: supervise the data flow of states.

Figure 4: Prediction using RNN

States and gates calculation for time interval t is stated below: σ denotes the logistic sigmoid function
or ReLU. i, f, o and c are input gate, forget gate, output gate, and cell activation vectors respectively.
Vectors and the uncovered vector h are of uniform size.

it = σ(Yxi xi + Yhi hi−1 + bi) (4)

fi = σ(Yxf xt + Yhf ht−1 + bf ) (5)

σt = σ(Yxi xi + Yho ht−1 + bo) (6)

Ct = f1 ∗ Ct−1 + it ∗ tanh(Yxgxt + bg) (7)

ht = σt ∗ tanh(ct) (8)

Yxi, Yxf , Yxo, Yxg are projection matrices.
Whi ,Whf , Who are recurrent weight matrices.
Adam has developed this system to training and learning variables, a gradient descent optimization
technique. Root mean square error (RMSE) represents the loss function. Ultimately, training process
is done for using back propagation through time (BPTT).
In order to improve the efficiency, systems underwent training for 1000 epochs by shifting the surface
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size. Weight matrices are stored in cases when the Mean Square Error (MSE) of the previous epoch
is larger compared to present epoch. Once the systems are trained, every data point is tested and
root Mean Square Error (RMSE) is estimated. Systems having smaller RMSE are considered for the
final prediction design. MSE is stated by

MSE =
1

n

n∑
i=1

(yi − ŷi) (9)

Air pollutants and environmental variables accounted for this research are displayed in Tables 2 and
3 respectively.

Table 2: List of pollutants

Table 3: Environmental variables

The aim of this proposed research is to design an algorithm to forecast the level of air pollution for
the upcoming hour based on air status of previous hour data. Performance evaluation has to be
received by RNN-LSTM empirically [27]. The variables used for assessment are Root Mean Squared
Error (RMSE), Mean Absolute Error (MAE) and Coefficient of Determination (R2) [21]. 70% of
the data was accounted for training purpose and remaining 30% is used to test the system. In the
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training phase cross validation is done in order to reduce the bias. Results received on evaluation of
RNN-LSTM design is compared with the variables of base line regression method. Support Vector
Regressor (SVR) [34]. Some recent studies [30] have focused on detecting and monitoring the air
quality and pollution using modified deep neural network where the authors focused on classifying
the attacked and clear data.

9. IoT based air status monitoring

For the purpose of assessing indoor air status, the air status monitoring based on IoT is used
according to indoor Air Status Control Act. This was set into motion in the year 2007 by the Ministry
of Environment, Korea in order to safe guard and control air standards leading to healthy body and
healthy environment. According to this act, air is classified as good, moderate, or poor. Maximum
levels were set. The thresholds levels can be altered from one area to another manually through
web server on the basis of area inclination. Indoor air quality is highly affected by pollutant levels.
Moderate air quality is defined in case temperature is neither good or bad. Never the less, pollutant
thresholds are recommended parameters and these can be altered based on the user inclinations and
the indoor situations. Figure 5 shows air quality monitoring on the basis of IoT.

Figure 5: IoT based air quality monitoring

Real time assessment of air status is essential. Hence, a vigilance system is beneficial to vigilance
changes and preserves the environment. With the vigilance system, the user platform may implement
necessary required actions to normalize air status. Hence, AWS is enabled with an application known
as Amazon Simple Notification Service for the vigilance system like a library for air status platform.
The web server is developed in such a way so as to design a pop-up message in the program to
signal the manager or the user in cases when condition is moderate or poor. an automatic vigilance
message will be delivered once the system completes one year of successful usage. An auto prompt
monitoring is generated with a pop-up message.

10. Performance Evaluation

For evaluating the performance various machine learning models such as DNN [29], CNN [1] and
ANN [22] are considered for evaluation. As shown in below graph, when compared to the other
machine learning models, Recurrent neural networks reports enhance performance in terms of the
following parameters:

a) Accuracy

b) Specificity

c) Sensitivity
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Accuracy is the ratio of summation of true positive and true negative to the summation of true pos-
itive, true negative, false positive and false negative values that are acquired from various instances.
Figure 6 shows the comparative graph for accuracy plotted for proposed method against CNN, ANN
and DNN respectively. Likewise, specificity refers to ratio of true negative values to the summation
of true negative and false positive. Figure 7 highlights the comparative analysis of proposed RNN for
detecting the pollution content in air against various machine learning models. Sensitivity defined
as the ratio of number of true positive values to the summation of true positive and false negative
for various air pollution prediction values. Figure 8 illustrates the performance graph plotted for
sensitivity of various machine learning models. Comparison graphs have shown that the proposed
system reports enhanced performance.

Figure 6: Accuracy Graph

Figure 7: Specificity Graph
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Figure 8: Sensitivity Graph

11. Conclusion:

Air pollution monitoring facilitates well-being status of people and it enhances human welfare
in several ways. A Recurrent Neural Network based air pollution prediction proposed in this paper
composed of data preprocessing using feature scaling method, Feature reduction and feature extrac-
tion process. More significantly, the predicted data is stored in cloud server and the status of air
pollution index is updated. Using IoT technologies, the predicted data is sent to the users dash
board and an alert message popped out when the threshold limit exceeds. Performance graphs have
shown that the proposed RNN based air quality monitoring reports enhanced performance in terms
of accuracy, sensitivity and specificity.
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