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Abstract

This manuscript is devoted to establishing Hyers–Ulam stability for a class of non-linear impul-
sive coupled sequential fractional differential equations with multi point boundary conditions on a
closed interval [0,T] with Caputo fractional derivative having non-instantaneous impulses. Sufficient
conditions are introduced that guarantee the existence of a unique solution to the proposed prob-
lem. Furthermore, Hyers–Ulam stability of the proposed model is also presented and an example is
provided to authenticate the theoretical results.
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1. Introduction

Fractional order derivatives are the generalized forms of integer order derivatives. The idea about
the fractional order derivative was introduced at the end of sixteenth century (1695) when Leibniz
used the notation dn

dxn for nth order derivative. By writing a letter to him, L’Hospital asked what we
can say about n = 1

2
? Leibniz answered in such words, “An apparent Paradox, a day will come to

get benefits of this notion” and this question becomes the foundation of fractional calculus. In that
time many mathematicians like Fourier and Laplace contributed in the development of fractional
calculus. After that when Riemann and Liouville introduced Riemann-Liouville derivative which is a
fundamental concept in fractional calculus, then fractional calculus became the most interested area
for researchers. Fractional order derivative is global operator, which is used as a tool for modeling
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different processes and physical phenomenon like mathematical biology [15], electro-chemistry [12],
control theory [22], dynamical process [19], image and signal processing [17] etc. For more applications
of fractional order differential equations, we refer the reader to [1, 8, 14, 16, 25, 27, 28, 34].

The most preferable research area in the field of Fractional Differential Equations (FDE’s) which
received great attention from the researchers is the theory regarding the existence of solutions. Many
researchers developed some interesting results about the existence of solutions of different boundary
value problems (BVP’s), using different the approach of fixed point [2, 5, 7, 18]. From the literature,
it has been observed that most of the time, the exact solution of nonlinear differential equations is
a tough job, in such situation different approximation techniques were introduced. The difference
between exact and approximate solutions is now a days dealing with the help of Hyers–Ulam (HU)
type stabilities, which was first initiated in 1940 by Ulam [20] and then extended by Hyers in the
next year, in the context of Banach spaces. Many researchers investigated HU type stabilities for
different problems with different approaches, [3, 6, 11, 13, 23, 29, 30, 31, 32, 33, 35].

Wang et al. [24], investigated the existence and HU stability of solutions:
cDαp(t)−F1(t)p(t) = f(t, p(t), q(t)), t ∈ J , t ̸= tk,
cDβp(t)−F2(t)q(t) = g(t, p(t), q(t)), t ∈ J , t ̸= tk,

∆p(t)|t=tk = Ik(p(t)), ∆q(t)|t=tk = Ik(q(t)),

p(t)|t=tk + ϕ(p) = p0, q(t)|t=tk + φ(q) = q0,

where cDα, cDβ denotes the Caputo derivative of order α and β. Influenced by the above discussion,
in this article, we present existence and stability analysis of sequential coupled FDE with non-
instantaneous impulses of the form

cDα(D+ λ)p(t) = f(t, p(t), q(t)), t ∈ (tk, sk], 0 < α < 1, k = 0, 1, . . . ,m,
cDβ(D+ µ)q(t) = g(t, p(t), q(t)), t ∈ (tk, sk], 0 < β < 1, k = 0, 1, . . . ,m,

p(t) = Nk(t, p(t)), q(t) = Mk(t, q(t)), t ∈ (sk−1, tk], k = 1, 2, . . . ,m,

p(0) = 0, p(sk) = 0, q(0) = 0, q(sk) = 0, k = 0, 1, . . . ,m,

(1.1)

where cDα, cDβ and D denotes Caputo derivatives of order α, β and ordinary derivative, respectively.
0 = t0 < s0 < t1 < s1 < · · · < tm < sm = T for a pre-fixed number T > 0 and λ, µ ∈ R+.
The nonlinear continuous functions are defined as; f, g : [0, T ] × R2 → R ∀ t ∈ [0, T ] = J and
Mk,Nk : (sk−1, tk] × R → R are non-instantaneous impulses such that Mk,Nk are continuous for
each k = 1, 2, . . . ,m.

The rest of the paper have the pattern as: Section 2 is devoted basic notions. In Section 3, the
solution of the proposed system is investigated. HU stability is analyzed in Section 4. Finally, an
example is provided in section5.

2. Preliminaries and Notions

Here we present the basic notations. Endowing the norms as ∥p∥E1 = sup
{
|p(t)| for all t ∈ J

}
and ∥q∥E2 = sup

{
|q(t)| for all t ∈ J

}
, where E1 and E2 are Banach spaces, respectively. Their

product E = E1 × E2 is also Banach space with norm ∥(p, q)∥E = ∥p∥E1 + ∥q∥E2 .
Let PC[J ,E] denotes the space of piecewise continuous functions define as

PC[J ,E] = {f : J × E → R+, t ∈ J }
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with norms

∥f∥PC = sup{|f(t)|, t ∈ J }.

We recall the following definitions from [26].

Definition 2.1. [9] The fractional order integral of order α > 0 for a function p ∈ L1([0, T ],R+)
in the sense of Caputo, where the lower limit is zero is defined by

Iαp(t) =
1

Γ(α)

∫ t

0

(t− s)α−1p(s)ds t > 0,

provided that the integral on right side exists, where Γ is Euler Gamma function defined as

Γ(α) =

∫ ∞

0

tα−1e−tdt.

Definition 2.2. [9] The fractional order derivative of order α ∈ R+ in the sense of Caputo for a
function p : [0, T ] → R is defined as

cDαp(t) =
1

Γ(n− α)

∫ t

0

(t− s)n−α−1pn(s)ds,

where n = [α] + 1 and [α] denotes the integer part of the real number α.

Definition 2.3. [10] The sequential fractional order derivative for a function p is defined as:

Dαp(t) = Dα1Dα2Dα3 . . .Dαmp(t),

where α = (α1, α2, α3, . . . , αm) is any multi-index and the operator Dα can either be Caputo or
Riemann-Liouville or any other kind of integro-differential operator.

Lemma 2.4. [9] For any α > 0, the solution of Caputo fractional differential equation cDαu(t) = 0
is of the form

u(t) = a0 + a1t+ a2t
2 + · · ·+ an−1t

n−1,

where ai ∈ R, i = 0, 1, 2, . . . , n− 1 and n = [α] + 1.

Lemma 2.5. [9] For any α > 0, we have

Iα(cDαu(t)) = u(t) + a0 + a1t+ a2t
2 + · · ·+ an−1t

n−1,

where ai ∈ R, {i = 0, 1, 2, . . . , n− 1} and n = [α] + 1.

Theorem 2.6. (Altman [4])
Let Br ̸= ∅ be closed convex subset of Banach space E. Consider F , G be two operators
such that

� F(p, q) +G(p̃, q̃) ∈ Br, where (p, q), (p̃, q̃) ∈ Br.

� The operator F is contractive.
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� The operator G is completely continuous.

Then the equation (p, q) = F(p, q) +G(p, q), (p, q) ∈ E has a solution (p, q) ∈ Br.

Definition 2.7. (Urs [21]) The coupled impulsive FDE (1.1) is said to be HU stable if there exist
Vi(i = 1, 2, 3, 4) > 0 such that, for ℘i(i = 1, 2) > 0 and for every solution (p, q) ∈ E of the following
inequalities

|cDα(D+ λ)p(t)− f(t, p(t), q(t))| ≤ ℘1, t ∈ (tk, sk], 0 < α < 1, k = 0, 1, . . . ,m,

|p(t)−Nk(t, p(t))| ≤ ℘1, t ∈ (sk−1, tk], k = 1, 2, . . . ,m,

|cDβ(D+ µ)q(t)− g(t, p(t), q(t))| ≤ ℘2, t ∈ (tk, sk], 0 < β < 1, k = 0, 1, . . . ,m,

|q(t)−Mk(t, q(t))| ≤ ℘2, k = 1, 2, . . . ,m,

(2.1)

there exists a solution (p, q) ∈ E with{
∥p− p∥PC ≤ V1℘1 + V2℘2,

∥q − q∥PC ≤ V3℘1 + V4℘2.

Definition 2.8. If ηi be the (real or complex) eigenvalues of a matrix Q ∈ Cn×n for i = 1, 2, 3 . . . , n,
then the spectral radius ρ(Q) is defined by

ρ(Q) = max{|ηi|, fori = 1, 2, . . . , n}.

Further, the system corresponding to the matrix Q will converges to zero if ρ(Q) < 1.

Theorem 2.9. (Urs[21], Theorem 4)
Consider E be a Banach space with Z1,Z2 : E → E be two operators such that

∥Z1(p, q)−Z1(p, q)∥PC ≤ V1∥p− p∗∥+ V2∥q − q∗∥
∥Z2(p, q)−Z2(p, q)∥PC ≤ V3∥p− p∗∥+ V4∥q − q∗∥
∀(p, q), (p∗, q∗) ∈ E

and if the system corresponding to the matrix

Q =

[
V3 V3

V3 V3

]
converges to zero, then the fixed points corresponding to operational system (1.1) are HU stable.

3. Existence theory of the proposed problem (1.1)

In this section, we present existence, uniqueness and at least one solution of (1.1).

Lemma 3.1. Let 0 < α ≤ 1, 0 < β ≤ 1 and h1, h2 : J → R are given continuous functions, a pair
(p, q) is a solution of the linear impulsive coupled system

cDα(D+ λ)p(t) = h1(t), 0 < α < 1, k = 0, 1, . . . ,m, t ∈ J ,
cDβ(D+ µ)q(t) = h2(t), 0 < β < 1, k = 0, 1, . . . ,m, t ∈ J ,
p(t) = Nk(t, p(t)), q(t) = Mk(t, q(t)), k = 1, 2, . . . ,m,

p(0) = 0, p(sk) = 0, q(0) = 0, q(sk) = 0, k = 0, 1, . . . ,m,

(3.1)
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if and only if (p, q) satisfies the following fractional integral equations.

p(t) =


∫ t

0
e−λ(t−s)Iαh1(s)ds+ Aλ

∫ s0
0

Iαe−λ(s0−s)h1(s)ds, t ∈ [0, s0],
Nk(t), t ∈ (sk−1, tk], k = 1, 2, . . . ,m,∫ t

tk
e−λ(t−s)Iαh1(s)ds+Bλ

k

∫ sk
tk
e−λ(sk−s)Iαh1(s)ds

+δλkNk(tk), t ∈ (tk, sk], k = 1, 2, . . . ,m,

(3.2)

q(t) =


∫ t

0
e−µ(t−s)Iβh2(s)ds+ Aµ

∫ s0
0
e−β(s0−s)Iβh2(s)ds, t ∈ [0, s0],

Mk(t); t ∈ (sk−1, tk], k = 1, . . . ,m,∫ t

tk
e−µ(t−s)Iβh2(s)ds+Bµ

k

∫ sk
tk
e−µ(sk−s)Iβh2(s)ds

+δµkMk(tk), t ∈ (tk, sk], k = 1, 2, . . . ,m,

(3.3)

where

Aγ =
1− e−γt

e−γs0 − 1
,

Bγ
k =

1− e−γ(t−tk)

e−γ(sk−tk) − 1
and

δγk =
1− e−γ(t−sk)

1− e−γ(sk−tk)
.

Proof . Let (p, q) ∈ E is a solution of the problem (3.1). To show that (p, q) ∈ E satisfies the
fractional integral equations (3.2), (3.3) we proceed in the following manner.

For t ∈ [0, s0], we consider

cDα(D+ λ)p(t) = h1(t). (3.4)

Using Lemma 2.4 and ordinary integration, we obtain

p(t) =

∫ t

0

e−λ(t−s)Iαh1(s)ds+ c0

(
1− e−λt

λ

)
+ d0e

−λt. (3.5)

For obtaining the arbitrary constants c0 and d0, we apply the boundary conditions p(0) = p(s0) = 0
on (3.5), we get

c0 =
λ

−1 + e−λs0

∫ s0

0

e−λ(s0−s)Iαh1(s)ds and d0 = 0.

Substituting the above c0 and d0 values in equation (3.5), we get

p(t) =

∫ t

0

e−λ(t−s)Iαh1(s)ds+ Aλ

∫ s0

0

e−λ(s0−s)Iαh1(s)ds, t ∈ [0, s0], (3.6)

where

Aλ =
1− e−λt

e−λs0 − 1
.

Now if t ∈ (s0, t1] then p(t) = N1(t).
For t ∈ (t1, s1], (3.4) gives

p(t) =

∫ t

t1

e−λ(t−s)Iαh1(s)ds+ c1

(
1− e−λ(t−t1)

λ

)
+ d1e

−λt. (3.7)
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For obtaining the arbitrary constants c1 and d1, we apply the impulsive and boundary conditions
p(t1) = N1(t1) and p(s1) = 0 respectively on (3.7), we have

c1 =
λ

e−λ(s1−t1) − 1

∫ s1

t1

e−λ(s1−s)Iαh1(s)ds+
λ(e−λ(s1−t1) − 1)

e−λ(s1−t1) − 1
N1(t1)

and

d1 = eλt1N1(t1).

By substituting the values of c1 and d1 in (3.7), we get

p(t) =

∫ t

t1

e−λ(t−s)Iαh1(s)ds+Bλ
1

∫ s1

t1

e−λ(s1−s)Iαh1(s)ds+ δλ1N1(t1),

where

Bλ
1 =

1− e−λ(t−t1)

e−λ(s1−t1) − 1
and

δλ1 =
1− e−λ(t−s1)

1− e−λ(s1−t1)
.

In general: (Repeating the same steps).
For t ∈ (sk−1, tk], we have

p(t) = Nk(t). (3.8)

For t ∈ (tk, sk] the solution of (3.7) with boundary condition p(tk) = Nk(tk) and p(sk) = 0 gives

p(t) =

∫ t

tk

e−λ(t−s)Iαh1(s)ds+Bλ
k

∫ sk

tk

e−λ(sk−s)Iαh1(s)ds+ δλkNk(tk), k = 1, 2, . . . ,m, (3.9)

where

Bλ
k =

1− e−λ(t−tk)

e−λ(sk−tk) − 1
, k = 1, 2, . . . ,m and

δλk =
1− e−λ(t−sk)

1− e−λ(sk−tk)
, k = 1, 2, . . . ,m.

Hence, we obtained (3.2), from (3.6), (3.8) and (3.9). In similar way, we can obtain (3.3). □
The following assumptions will be helpful for our results.

(H1) f, g : J × R2 → R+ are continuous functions, for all (p, q), (p̃, q̃) ∈ E and t ∈ J , there exist
Lf ,Lg > 0 such that

|f(t, p(t), q(t))− f(t, p̃(t), q̃(t))| ≤ Lf |(p− p̃, q − q̃)|,

|g(t, p(t), q(t))− g(t, p̃(t), q̃(t))| ≤ Lg|(p− p̃, q − q̃)|.
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(H2) f, g : J ×R2 → R+ are continuous functions, for all (p, q) ∈ E and t ∈ J such that

|f(t, p(t), q(t))| ≤ ϕf (t) + ϕ̃f (t)|(p, q)|,

|g(t, p(t), q(t))| ≤ φg(t) + φ̃g(t)|(p, q)|.

sup
t∈J

t∫
tk

Iαϕf (s)ds ≤ ω1ϕ
∗
f , sup

t∈J

t∫
tk

Iαϕ̃f (s)ds ≤ ω2ϕ̃
∗
f ,

sup
t∈J

t∫
tk

Iβϕg(s)ds ≤ ω3ϕ
∗
g and sup

t∈J

t∫
tk

Iβϕ̃g(s)ds ≤ ω4ϕ̃
∗
g.

(H3) Nk,Mk : [sk−1, tk] × R → R are continuous for all k = 1, 2, . . . ,m and there exist constants
LN ,LM > 0 such that for any (p, q), (p̃, q̃) ∈ E

|Nk(t, p(t))−Nk(t, p̃(t))| ≤ LN |p− p̃| and |Mk(t, q(t))−Mk(t, q̃(t))| ≤ LM|q − q̃|.

(H4) Nk,Mk : [sk−1, tk] × R → R are continuous for all k = 1, 2, . . . ,m and there are a1, b1 ∈
C(J ,R+) such that for any (p, q) ∈ E

|Nk(t, p(t))| ≤ a1(t) + b1(t)|p(t)| and |Mk(t, q(t))| ≤ a2(t) + b2(t)|q(t)|,

where a∗1 = supt∈J a1(t), b
∗
1 = supt∈J b1(t), a

∗
2 = supt∈J a2(t) and b

∗
2 = supt∈J b2(t).

Consider a closed ball Br = {(p, q) ∈ E : ∥(p, q)∥ ≤ r with ∥p∥ ≤ r
2
, ∥q∥ ≤ r

2
} ⊂ E, where

ψλω1ϕ
∗
f + ψµω3ϕ

∗
g + a∗1 + c∗1 + |δλk |a∗1 + |δµk |c∗1

1− ψλω2ϕ∗
f − ψµω4ϕ∗

g −
b∗1+d∗1+|δλk |b

∗
1+|δµk |d

∗
1

2

≤ r.

We define two operators F = (F1,F2) and G = (G1,G2) on closed ball Br as

F1p(t) =

∫ t

0

e−λ(t−s)Iαf(s, p(s), q(s))ds+ Aλ

∫ s0

0

Iαe−λ(s0−s)f(s, p(s), q(s))ds

+Nk(t, p(t)) + δλkNk(tk, p(tk)),

F2q(t) =

∫ t

0

e−µ(t−s)Iβg(s, p(s), q(s))ds+ Aµ

∫ s0

0

Iβe−µ(s0−s)g(s, p(s), q(s))ds

+Mk(t, p(t)) + δµkMk(tk, p(tk)),

(3.10)

and 
G1(p, q)(t) =

∫ t

tk

e−λ(t−s)Iαf(s, p(s), q(s))ds+Bλ
k

∫ sk

tk

e−λ(sk−s)Iαf(s, p(s), q(s))ds,

G2(p, q)(t) =

∫ t

tk

e−µ(t−s)Iαg(s, p(s), q(s))ds+Bµ
k

∫ sk

tk

e−µ(sk−s)Iαg(s, p(s), q(s))ds.

(3.11)

Theorem 3.2. Under the assumptions, (H1)− (H4), the coupled BVP(1.1) has at least one solution
in E.



64 Zada, Alam, Riaz

Proof .For any (p, q) ∈ Br, we have

∥F(p, q) +G(p, q)∥PC ≤ ∥F(p, q)∥PC + ∥G(p, q)∥PC

≤ ∥F1(p, q)∥PC + ∥F2(p, q)∥PC + ∥G1(p, q)∥PC + ∥G2(p, q)∥PC. (3.12)

From (3.10), we get

|F1(p, q)(t)| ≤|
∫ t

0

e−λ(t−s)Iαf(s, p(s), q(s))ds|+ |Aλ

∫ s0

0

Iαe−λ(s0−s)f(s, p(s), q(s))ds|

+ |Nk(t, p(t))|+ |δλkNk(tk, p(tk))|

≤
∫ t

0

e−λ(t−s)Iα|f(s, p(s), q(s))|ds+ |Aλ|
∫ s0

0

e−λ(s0−s)Iα|f(s, p(s), q(s))|ds

+ |Nk(t, p(t))|+ |δλk ||Nk(tk, p(tk))|

≤
∫ t

0

e−λ(t−s)ds

∫ t

0

Iαϕf (s)ds+

∫ t

0

e−λ(t−s)ds

∫ t

0

Iαϕ̃f (s)ds|(p, q)|

+ |Aλ|
∫ s0

0

e−λ(s0−s)ds

∫ s0

0

Iαϕf (s)ds

+ |Aλ|
∫ s0

0

e−λ(s0−s)ds

∫ s0

0

Iαϕ̃f (s)ds|(p, q)|

+ (1 + |δλk |)(a1(t) + b1(t)|p(t)|).

Taking sup
t>0

, we get

∥F1(p, q)∥PC ≤
(1− e−λt

λ

)
(ω1ϕ

∗
f + ω2ϕ̃

∗
f∥(p, q)∥) + (1 + |δλk |)(a∗1 + b∗1∥p∥)

+ |Aλ|
(1− e−λs0

λ

)
(ω1ϕ

∗
f + ω2ϕ̃

∗
f∥(p, q)∥)

≤
(1− e−λt

λ

)
(ω1ϕ

∗
f + ω2ϕ̃

∗
fr) + |Aλ|

(1− e−λs0

λ

)
(ω1ϕ

∗
f + ω2ϕ̃

∗
fr)

+ (1 + |δλk |)(a∗1 + b∗1
r

2
). (3.13)

On the same way, we can obtain

∥F2(p, q)∥PC ≤
(1− e−µt

µ

)
(ω3ϕ

∗
g + ω4ϕ̃

∗
gr) + |Aµ|

(1− e−µs0

µ

)
(ω3ϕ

∗
g + ω4ϕ̃

∗
gr)

+ (1 + |δµk |)(c
∗
1 + d∗1

r

2
). (3.14)
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Moreover, we obtain

|G1(p, q)(t)| ≤|
∫ t

tk

e−λ(t−s)Iαf(s, p(s), q(s))ds|+ |Bλ
k

∫ sk

tk

e−λ(sk−s)Iαf(s, p(s), q(s))ds|

≤
∫ t

tk

e−λ(t−s)Iα|f(s, p(s), q(s))|ds+ |Bλ
k |
∫ sk

tk

e−λ(sk−s)Iα|f(s, p(s), q(s))|ds

≤
∫ t

tk

e−λ(t−s)ds

∫ t

tk

Iαϕf (s)ds+

∫ t

tk

e−λ(t−s)ds

∫ t

tk

Iαϕ̃f (s)ds|(p, q)|

+ |Bλ
k |
∫ sk

tk

e−λ(sk−s)ds

∫ sk

tk

Iαϕf (s)ds+ |Bλ
k |
∫ sk

tk

e−λ(sk−s)ds

∫ sk

tk

Iαϕ̃f (s)ds|(p, q)|.

Taking sup
t>0

, we get

∥G1(p, q)∥PC ≤
(1− e−λ(t−tk)

λ

)
(ω1ϕ

∗
f + ω2ϕ̃

∗
f∥(p, q)∥) + |Bλ

k |
(1− e−λ(sk−tk)

λ

)
(ω1ϕ

∗
f + ω2ϕ̃

∗
f∥(p, q)∥)

≤
(1− e−λ(t−tk)

λ

)
(ω1ϕ

∗
f + ω2ϕ̃

∗
fr) + |Bλ

k |
(1− e−λ(sk−tk)

λ

)
(ω1ϕ

∗
f + ω2ϕ̃

∗
fr). (3.15)

Similarly

∥G2(p, q)∥PC ≤
(1− e−µ(t−tk)

µ

)
(ω3ϕ

∗
g + ω4ϕ̃

∗
gr) + |Bµ

k |
(1− e−µ(sk−tk)

µ

)
(ω3ϕ

∗
g + ω4ϕ̃

∗
gr). (3.16)

Using (3.13), (3.14), (3.15) and (3.16) in (3.12), we get

∥F(p, q) +G(p, q)∥PC

≤

[
(1− e−λt) + |Aλ|(1− e−λs0) + (1− e−λ(t−tk)) + |Bλ

k |(1− e−λ(sk−tk))

λ
ω1ϕ

∗
f

+
(1− e−µt) + |Aµ|(1− e−µs0) + (1− e−µ(t−tk)) + |Bµ

k |(1− e−µ(sk−tk))

µ
ω3ϕ

∗
g

+ a∗1 + c∗1 + |δλk |a∗1 + |δµk |c
∗
1

]

+

[((1− e−λt) + |Aλ|(1− e−λs0) + (1− e−λ(t−tk)) + |Bλ
k |(1− e−λ(sk−tk))

λ
ω2ϕ̃

∗
f

+
(1− e−µt) + |Aµ|(1− e−µs0) + (1− e−µ(t−tk)) + |Bµ

k |(1− e−µ(sk−tk))

µ
ω4ϕ̃

∗
g

+
b∗1 + d∗1 + |δλk |b∗1 + |δµk |d∗1

2

]
r

≤ψλω1ϕ
∗
f + ψµω3ϕ

∗
g + a∗1 + c∗1 + |δλk |a∗1 + |δµk |c

∗
1

+

(
ψλω2ϕ

∗
f + ψµω4ϕ

∗
g +

b∗1 + d∗1 + |δλk |b∗1 + |δµk |d∗1
2

)
r.
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Which implies that

∥F(p, q) +G(p, q)∥PC ≤ r,

where

ψγ =
(1− e−γt) + |Aγ|(1− e−γs0) + (1− e−γ(t−tk)) + |Bγ

k |(1− e−γ(sk−tk))

γ
.

Hence, this implies that F(p, q) +G(p, q) ∈ Br.
We need to show that F is contractive. For this, let (p, q) and (p̄, q̄) ∈ E, we get

|F1(p, q)− F1(p̄, q̄)|

≤
∣∣∣∣ ∫ t

0

e−λ(t−s)Iαf(s, p(s), q(s))− Iαf(s, p̄(s), q̄(s))ds

∣∣∣∣
+ |Aλ|

∣∣∣∣ ∫ s0

0

e−λ(s0−s)Iαf(s, p(s), q(s))− Iαf(s, p̄(s), q̄(s))ds

∣∣∣∣
+

∣∣∣∣Nk(t, p(t))−Nk(t, p̄(t))

∣∣∣∣+ |δλk |
∣∣∣∣Nk(tk, p(tk))−Nk(tk, p̄(tk))

∣∣∣∣
≤
∫ t

0

e−λ(t−s)Iα
∣∣f(s, p(s), q(s))− f(s, p̄(s), q̄(s))

∣∣ds
+ |Aλ|

∫ s0

0

e−λ(s0−s)Iα
∣∣f(s, p(s), q(s))− f(s, p̄(s), q̄(s))

∣∣ds
+

∣∣∣∣Nk(t, p(t))−Nk(t, p̄(t))

∣∣∣∣+ |δλk |
∣∣∣∣Nk(tk, p(tk))−Nk(tk, p̄(tk))

∣∣∣∣
≤
∫ t

0

e−λ(t−s)ds

∫ t

0

IαLfds|(p− p̄, q − q̄)|

+ |Aλ|
∫ s0

0

e−λ(s0−s)ds

∫ s0

0

IαLfds|(p− p̄, q − q̄)|+ LN (1 + |δλk |)|p− p̄|.

Applying sup
t>0

, we have

∥F1(p, q)− F1(p̄, q̄)∥PC ≤
[
Lf (1− e−λt)tα+1

Γ(α + 2)λ
+

Lf |Aλ|(1− e−λs0)tα+1

Γ(α + 2)λ

]∥∥(p− p̄, q − q̄)
∥∥

+ LN (1 + |δλk |)∥p− p̄∥. (3.17)

Similarly

∥F2(p, q)− F2(p̄, q̄)∥PC ≤
[
Lg(1− e−µt)tβ+1

Γ(β + 2)µ
+

Lg|Aµ|(1− e−µs0)tβ+1

Γ(β + 2)µ

]∥∥(p− p̄, q − q̄)
∥∥

+ LM(1 + |δµk |)∥q − q̄∥. (3.18)
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Combining (3.17) and (3.18), we obtain

∥F(p, q)− F(p̄, q̄)∥PC ≤
[
Lf

(1− e−λt) + |Aλ|(1− e−λs0)

Γ(α + 2)λ
tα+1 + LN (1 + |δλk |)

+ Lg
(1− e−µt) + |Aµ|(1− e−µs0)

Γ(β + 2)µ
tβ+1

]
∥p− p̄∥

+

[
Lf

(1− e−λt) + |Aλ|(1− e−λs0)

Γ(α + 2)λ
tα+1 + LM(1 + |δµk |)

+ Lg
(1− e−µt) + |Aµ|(1− e−µs0)

Γ(β + 2)µ
tβ+1

]
∥q − q̄∥

≤ϱ∗∥p− p̄∥+ ϱ∗∗∥q − q̄∥.

Which implies that

∥F(p, q)− F(p̄, q̄)∥PC ≤ ϱ∥(p− p̄, q − q̄)∥,

where 0 < ϱ = max{ϱ∗, ϱ∗∗} < 1. Therefore, F is contractive.

Next, in order to prove the continuity and compactness of operator G, we consider a sequence
{Xn = (pn, qn)} in Br with (pn, qn) → (p, q) as n→ ∞ in Br. Thus, we have

|G(pn, qn)(t)−G(p, q)(t)|
≤|G1(pn, qn)(t)−G1(p, q)(t)|+ |G2(pn, qn)(t)−G2(p, q)(t)|

≤
∫ t

tk

e−λ(t−s)Iα|f(s, pn(s), qn(s))− f(s, p(s), q(s))|ds

+ |Bλ
k |
∫ sk

tk

e−λ(sk−s)Iα|f(s, pn(s), qn(s))− f(s, p(s), q(s))|ds

+

∫ t

tk

e−µ(t−s)Iβ|g(s, pn(s), qn(s))− g(s, p(s), q(s))|ds

+ |Bµ
k |
∫ sk

tk

e−µ(sk−s)Iβ|g(s, pn(s), qn(s))− g(s, p(s), q(s))|ds

≤
[
|Bλ

k |
∫ sk

tk

e−λ(sk−s)ds

∫ sk

tk

IαLfds+ |Bµ
k |
∫ sk

tk

e−µ(sk−s)ds

∫ sk

tk

IβLgds

+

∫ t

tk

e−λ(t−s)ds

∫ t

tk

IαLfds+

∫ t

tk

e−µ(t−s)ds

∫ t

tk

IβLgds

]
|(pn − p, qn − q)|.

Now applying sup
t>0

, we get

∥G(pn, qn)(t)−G(p, q)(t)∥PC

≤
[
Lf

|Bλ
k |(sk − tk)

α+1(1− e−λ(sk−tk)) + (t− tk)
α+1(1− e−λ(t−tk))

Γ(α + 2)λ

+ Lg
|Bµ

k |(sk − tk)
β+1(1− e−µ(sk−tk)) + (t− tk)

β+1(1− e−µ(t−tk))

Γ(β + 2)µ

]
∥(pn − p, qn − q)∥.
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This implies that, ∥G(pn, qn)(t)−G(p, q)(t)∥PC → 0 as n→ ∞. Therefore, the operator G = (G1,G2)
is continuous.
Here, we have to show that G is uniformly bounded on Br. From (3.15) and (3.16), we obtain

∥G(p, q)∥PC ≤∥G1(p, q)∥PC + ∥G2(p, q)∥PC

≤
[
ω1ϕ

∗
f

(1− e−λ(t−tk)) + |Bλ
k |(1− e−λ(sk−tk))

λ

+ ω3ϕ
∗
g

(1− e−µ(t−tk)) + |Bµ
k |(1− e−µ(sk−tk))

µ

]
+

[
ω2ϕ̃

∗
f

(1− e−λ(t−tk)) + |Bλ
k |(1− e−λ(sk−tk))

λ

+ ω4ϕ̃
∗
g

(1− e−µ(t−tk)) + |Bµ
k |(1− e−µ(sk−tk))

µ

]
r.

Thus, G is uniformly bounded operator on Br.
Now for equi-continuity, take τ1, τ2 ∈ J with τ2 < τ1 and for any (p, q) ∈ Br ⊂ E, where Br is

clearly bounded, we have

∣∣∣∣G1(p, q)(τ1)−G1(p, q)(τ2)

∣∣∣∣
≤
∣∣∣∣ ∫ τ1

tk

e−λ(τ1−s)Iαf(s, p(s), q(s))ds−
∫ τ2

tk

e−λ(τ2−s)Iαf(s, p(s), q(s))ds

∣∣∣∣.
This implies that ∥G1(p, q)(τ1) − G1(p, q)(τ2)∥PC → 0 as τ1 → τ2. On the same way, we have
∥G2(p, q)(τ1)−G2(p, q)(τ2)∥PC → 0 as τ1 → τ2. Hence ∥G(p, q)(τ1)−G(p, q)(τ2)∥PC → 0 as τ1 → τ2.
Therefore, G is relatively compact on Br. By Arzelä-Ascolli theorem, G is compact and hence
completely continuous operator. So there exist at least one solution of coupled BVP (1.1). □

Theorem 3.3. Suppose that the assumptions (H1) − (H2) holds and if ϑ∗ < 1. Then the coupled
problem (1.1) has a unique solution.

Proof . Define the operator Z = (Z1,Z2) : E → E, i.e. Z(p, q)(t) =
(
Z1(p, q)(t),Z2(p, q)(t)

)
, for

each t ∈ J , where

Z1(p, q)(t) =

∫ t

0

e−λ(t−s)Iαf(s, p(s), q(s))ds+ Aλ

∫ s0

0

e−λ(s0−s)Iαf(s, p(s), q(s))ds

+Bλ
k

∫ sk

tk

e−λ(sk−s)Iαf(s, p(s), q(s))ds+

∫ t

tk

e−λ(t−s)Iαf(s, p(s), q(s))ds

+Nk(t, p(t)) + δλkNk(tk, p(tk))

and

Z2(p, q)(t) =

∫ t

0

e−µ(t−s)Iβg(s, p(s), q(s))ds+ Aµ

∫ s0

0

e−µ(s0−s)Iβg(s, p(s), q(s))ds

+Bµ
k

∫ sk

tk

e−µ(sk−s)Iβg(s, p(s), q(s))ds+

∫ t

tk

e−µ(t−s)Iβg(s, p(s), q(s))ds

+Nk(t, p(t)) + δµkNk(tk, p(tk)).
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In view of Theorem 3.2, we have

∥Z1(p, q)−Z1(p̄, q̄)∥PC

≤Lf

[
(1− e−λt)tα+1 + (t− tk)

α+1(1− e−λ(t−tk))

Γ(α + 2)λ

+
|Aλ|(1− e−λs0)tα+1 + |Bλ

k |(sk − tk)
α+1(1− e−λ(sk−tk))

Γ(α + 2)λ

]∥∥(p− p̄, q − q̄)
∥∥

+ LN (1 + |δλk |)∥p− p̄∥
≤ϑ∗

1

∥∥(p− p̄, q − q̄)
∥∥

and

∥Z2(p, q)−Z2(p̄, q̄)∥PC||

≤Lg

[
(1− e−µt)tβ+1 + (t− tk)

β+1(1− e−µ(t−tk))

Γ(β + 2)µ

+
|Aµ|(1− e−µs0)tβ+1 + |Bµ

k |(sk − tk)
β+1(1− e−µ(sk−tk))

Γ(β + 2)µ

]∥∥(p− p̄, q − q̄)
∥∥

+ LM(1 + |δµk |)∥q − q̄∥
≤ϑ∗

2

∥∥(p− p̄, q − q̄)
∥∥.

Hence

∥Z(p, q)−Z(p̄, q̄)∥PC ≤ ϑ∗∥(p, q)− (p̄, q̄)∥,

where ϑ∗ = max{ϑ∗
1, ϑ

∗
2}. This implies that Z is contractive operator. Therefore, (1.1) has a unique

solution. □

4. Hyers–Ulam stability analysis

In this portion, we analyze HU stability for the oupled system (1.1).

Theorem 4.1. Suppose that the assumption (H1) to (H4) holds and ϑ
∗ < 1 along with the condition

that the system corresponding to the matrix Q is converging to zero. Then the solution of (1.1) is
HU stable.

Proof . From Theorem 3.2, we have

∥Z1(p, q)−Z1(p
∗, q∗)∥PC

≤Lf

[
|Aλ|(1− e−λs0)tα+1 + |Bλ

k |(sk − tk)
α+1(1− e−λ(sk−tk))

Γ(α + 2)λ

+
(1− e−λt)tα+1 + (t− tk)

α+1(1− e−λ(t−tk))

Γ(α + 2)λ

](
∥p− p∗∥+ ∥q − q∗∥

)
+ LN (1 + |δλk |)∥p− p∗∥



70 Zada, Alam, Riaz

≤
[
Lf

(
|Aλ|(1− e−λs0)tα+1 + |Bλ

k |(sk − tk)
α+1(1− e−λ(sk−tk))

Γ(α + 2)λ

+
(1− e−λt)tα+1 + (t− tk)

α+1(1− e−λ(t−tk))

Γ(α + 2)λ

)
+ LN (1 + |δλk |)

]
∥p− p∗∥

+ Lf

(
|Aλ|(1− e−λs0)tα+1 + |Bλ

k |(sk − tk)
α+1(1− e−λ(sk−tk))

Γ(α + 2)λ

+
(1− e−λt)tα+1 + (t− tk)

α+1(1− e−λ(t−tk))

Γ(α + 2)λ

)
∥q − q∗∥

≤V1∥p− p∗∥+ V2∥q − q∗∥, (4.1)

where

V1 =Lf

(
|Aλ|(1− e−λs0)tα+1 + |Bλ

k |(sk − tk)
α+1(1− e−λ(sk−tk))

Γ(α + 2)λ

+
(1− e−λt)tα+1 + (t− tk)

α+1(1− e−λ(t−tk))

Γ(α + 2)λ

)
+ LN (1 + |δλk |)

and

V2 =Lf

(
|Aλ|(1− e−λs0)tα+1 + |Bλ

k |(sk − tk)
α+1(1− e−λ(sk−tk))

Γ(α + 2)λ

+
(1− e−λt)tα+1 + (t− tk)

α+1(1− e−λ(t−tk))

Γ(α + 2)λ

)
.

In the same fashion, we can obtain

∥Z2(p, q)−Z2(p
∗, q∗)∥PC ≤ V3∥p− p∗∥+ V4∥q − q∗∥. (4.2)

where

V3 =Lg

(
(1− e−µt)tβ+1 + (t− tk)

β+1(1− e−µ(t−tk))

Γ(β + 2)µ

+
|Aµ|(1− e−µs0)tβ+1 + |Bµ

k |(sk − tk)
β+1(1− e−µ(sk−tk))

Γ(β + 2)µ

)
and

V4 =Lg

(
(1− e−µt)tβ+1 + (t− tk)

β+1(1− e−µ(t−tk))

Γ(β + 2)µ

+
|Aµ|(1− e−µs0)tβ+1 + |Bµ

k |(sk − tk)
β+1(1− e−µ(sk−tk))

Γ(β + 2)µ

)
+ LM(1 + |δµk |).

Thus from the above two equations (4.1) and (4.2), we obtain the following inequalities

∥Z1(p, q)−Z1(p
∗, q∗)∥PC ≤V1∥p− p∗∥+ V2∥q − q∗∥

∥Z2(p, q)−Z2(p
∗, q∗)∥PC ≤V3∥p− p∗∥+ V4∥q − q∗∥.

From these inequalities, we get

∥Z(p, q)−Z(p∗, q∗)∥PC ≤ ∥(p, q)− (p∗, q∗)∥Q,
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where

Q =

(
V1 V2

V3 V4

)
.

With the help of Definition 2.8 and Theorem 2.9, we conclude that coupled BVP (1.1) is Hyers–Ulam
stable. □

5. Example

In this section, we are illustrating our main result by an example.

Example 5.1. Consider the BVP

cD
1
2 (D + 2)p(t) =

e−t sin |p(t)|+ |q(t)|
20 + t2

, t ∈ (0, 1) ∪ (2, 3),

cD
2
3 (D + 1)q(t) =

1 + |p(t)|+ cos |q(t)|
30 + et + t2

, t ∈ (0, 1) ∪ (2, 3),

p(t) =
|p(t)|

(5 + t2)(1 + |p(t)|)
, (1, 2],

q(t) =
1 + |q(t)|

(9 + t3)(2 + 3|q(t)|)
, (1, 2],

p(0) = p(3) = 0, q(0) = q(3) = 0.

(5.1)

From the above system (5.1), we see that α = 1
2
, β = 2

3
, λ = 2, µ = 1 and the nonlinear functions

f(t, p(t), q(t)) = e−t sin |p(t)|+|q(t)|
20+t2

and g(t, p(t), q(t)) = 1+|p(t)|+cos |q(t)|
30+et+t2

.

By Lemma 3.1, we get the following integral equations

p(t) =



∫ t

0
e−2(t−s)I

1
2
e−s sin |p(s)|+|q(s)|

20+s2
ds+ A2

∫ 1

0
e−2(1−s)I

1
2
e−s sin |p(s)|+|q(s)|

20+s2
ds; t ∈ [0, 1)

|p(t)|
(5+t2)(1+|p(t)|) ; t ∈ (1, 2]∫ t

2
e−2(t−s)I

1
2
e−s sin |p(s)|+|q(s)|

20+s2
ds+B2

1

∫ 3

2
e−2(3−s)I

1
2
e−s sin |p(s)|+|q(s)|

20+s2
ds

+δ21
|p(2)|

(5+22)(1+|p(2)|) ; t ∈ (2, 3),

(5.2)

q(t) =


∫ t

0
e−(t−s)I

2
3
1+|p(s)|+cos |q(s)|

30+es+s2
ds+ A

∫ 1

0
e−(1−s)I

2
3
1+|p(s)|+cos |q(s)|

30+es+s2
ds; t ∈ [0, 1)

1+|q(t)|
(9+t3)(2+3|q(t)|) ; t ∈ (1, 2]∫ t

2
e−(t−s)I

2
3
1+|p(s)|+cos |q(s)|

30+es+s2
ds+B1

∫ 3

2
e−(3−s)I

2
3
1+|p(s)|+cos |q(s)|

30+es+s2
ds

+δ1
1+|q(2)|

(9+23)(2+3|q(2)|) ; t ∈ (2, 3].

(5.3)

where

A2 =
1− e−2t

e−2 − 1
, A =

1− e−t

e−1 − 1

B2
1 =

1− e−2(t−2)

e−2(3−2) − 1
, B1 =

1− e−(t−2)

e−(3−2) − 1

δ21 =
1− e−2(t−3)

1− e−2(3−2)
and δ1 =

1− e−(t−3)

1− e−(3−2)
.



72 Zada, Alam, Riaz

For Theorem 3.3, we find Lf = 1
20
, Lg =

1
30
, LN = 1

4
and LM = 1

9
. We easily get ϑ∗ = 0.2876, which

shows that (5.1) has a unique solution. By using Theorem 4.1, we find V1 = 0.5366, V2 = −0.0054,
V3 = −0.1639 and V4 = 0.5928. On calculation, we get the eigenvalues as 0.60572, 0.56133, which
shows that the matrix Q converges to 0, and by applying Theorem 4.1, the solution of the coupled
BVP (5.1) is HU stable.

Conclusion

With the help of Krasnoselskii’s fixed point theorem and Banach contraction principle, we pre-
sented sufficient conditions for the existence and uniqueness of solution of proposed BVP(1.1). Like-
wise under specific assumptions and conditions, we gave the HU stability of mentioned coupled
BVP(1.1).
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