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Abstract

Now diagnostic methods with the help of machine learning have been able to help doctors in this
field. One of the most important of these methods is deep learning, which has gotten good answers in
images containing cancer. Increasing the accuracy of deep neural network classifiers can increase the
diagnosis of breast cancer. In this paper, we have tried to achieve higher accuracy than non-parallel
models with the help of a parallel model of a deep neural network. The proposed method is a parallel
hybrid method combining AlexNet and VGGNet networks applied in parallel to mammographic
images. The database used in this article is INBreast. The results obtained from this method show
a 4% increase compared to some other classification models so that in the type of density 1, it has
achieved about 99.7%. In the case of other densities, an accuracy of nearly 99% has been obtained.

Keywords: Medical Image, Magnetic Resonance Imaging, parallel convolutional neural network.

1. Introduction

Breast cancer [31] is the most common cancer that women get. One million new cases of the disease
are diagnosed each year. Unfortunately, despite significant advances in treatment, about 25% of
breast cancer patients die each year due to the disease. The prevalence and mortality rate of breast
cancer varies in different races and geographical locations, and different mechanisms are involved in
its onset and progression. Breast cancer is caused by the abnormal growth of abnormal cells in the
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breast [32]. In both benign and malignant tumors, there is rapid and abundant cell growth. The
process of cell proliferation in benign tumors stops at a certain stage; in malignant tumors, this
growth continues uncontrollably to the extent that, if left untreated, it affects all parts of the body.

The most common type of breast cancer is cancer of the mammary duct, and because it is more
common in the upper and outer quarters of the breast, about half of all breast cancers are found in
the upper and outer quarters [32, 37].

Sometimes, a diagnosis of breast cancer is made after the signs and symptoms appear. In some
cases, people with breast cancer have no symptoms. So doctors often use a series of additional tests to
diagnose breast cancer. If the doctor finds signs of breast cancer on a mammogram or has symptoms
that could mean breast cancer, he or she will get more tests to make sure the cancer is present or
not [26].

There are several ways in which a doctor can examine breast tissue and judge possible masses.
Fine Needle Aspiration (FNA) testing is a low-cost, easy, fast, high-precision, the almost no-side
method that can be performed on an outpatient basis. In the FNA method, fluid extracted from
breast tissue is tested for cytological properties. After extracting the patient’s cytological character-
istics, it should be possible to determine whether the mass is benign or malignant. In cases where it is
impossible to determine whether the disease is benign or malignant, the use of computer algorithms
and machine learning techniques is a good guide for the physician. These methods, along with meth-
ods of obtaining information, have been able to replace laboratory methods. The most commonly
used methods are mammography, ultrasound, MRI, and biopsy. Mammography uses X-rays to take
pictures of buildings inside the breast. This is a quick and simple method and has facilitated the
diagnosis and improved patients’ treatment results due to early diagnosis of the disease [36].

In healthy women, screening mammography is used as an early diagnostic method. In this way, a
basic mammogram is performed between the ages of 35 and 39, and then from the age of 40 onwards,
mammograms are performed annually so that if there is a cancerous mass in the breast in the early
stages, it can be detected [36, 27].

In recent years, interest in research into intelligent algorithms in the diagnosis and classification
of diseases, especially cancer, has increased sharply. One of the important tasks of medical diagnosis
is to classify tumors. Software computational methods are very important in diagnosing medical
diseases due to their classification function. Deep learning [39] is becoming a way to analyze medical
images and aims to learn high-level data summaries using hierarchical architecture and is an emerging
approach that is widely used in artificial intelligence. Deep learning is one of the sub-disciplines of
machine learning that aims to learn high-level abstracts of data using hierarchical architectures and
is an emerging approach widely used in artificial intelligence.

The most important advantage of using convolutional neural networks (CNN) is its ability to
automatically extract [12] image properties using deep learning concepts [31, 32]. Due to this very
important advantage in recent years, the use of CNN’s to diagnose diseases in various medical applica-
tions has been considered by researchers. For example, in the diagnosis of diabetic retinopathy (DR)
or ocular diabetes, which due to diabetes in this group of patients, the retinal vessels are deformed
and widened for better blood supply, from CNN networks, to extract features Retinal images were
obtained and then the retinal blood vessels were segmented by group learning [37, 26]. CNN’s are
also used to diagnose the progression of various diseases [36, 27]. Also, in another study, a compari-
son between two CNN structures with the dimensions and number of multiple layers was performed
to diagnose the disease as accurately as possible [39]. Other applications of CNNs in the diagnosis
and classification include the correct diagnosis of polyps [34] during colonoscopy [24], the automatic
detection of pulmonary embolism in CT scan images [2], and diagnostic assistance. Breast cancer cell
division computer in pathology databases [3], detection of lymph nodes in CT images and diagnosis
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of abdominal lymph nodes [22], classification of pulmonary diseases [19], and automatic diagnosis
of anatomy in CT images [6] The applications of CNNs are not limited to the subject of diagnostic
systems. Still, they have also performed well in measuring and segmenting medical images. Some of
these applications include pancreas segmentation on tomographic scan [1], segmentation of pediatric
brain images [9], neural membrane segmentation on electron microscopic images [33], segmentation
of knee cartilage images on MRI scan [10], and layer thickness measurement [21] and dozens of other
fields.

2. Materials and Methods

Much work has been done for medical diagnosis using traditional methods, which usually involve
two steps: feature extraction and data classification. However, in recent years, more scientists have
chosen deep learning in pattern recognition due to the ability of the neural network to learn. As a
result, they have achieved many research achievements.

[43] A method for identifying masses in mammographic images with dense breast tissue using
image processing methods and convolutional neural networks is described. DDSM data are used to
identify the suspicious area (asymmetric area), however, a method is needed to reduce the positive
error and increase productivity. Convolution neural network for classifying breast tissue density as
well as for diagnosis The final mass is applied. In mass classification, the use of CNN is very effective.
Even in cases with a simple structure, it is possible to achieve 97% of the masses. It is noteworthy that
a limited number of classification sources have preferred density over mass identification. Detection
of mass and non-mass areas with density has significant results compared to similar works. The use
of convolutional neural networks is an essential step in extracting features.

To solve the DCNN problem, a transfer learning method has been defined [30] and it is shown
that it is possible to detect mass in mammographic images using the transfer learning method. A
DCNN structure consists of eight weight layers consisting of 5 conduction layers and 3 fully connected
layers. First, the tutorial uses 1.2 million normal images to classify 1000 classes. Then, by changing
the last continuous layer, 1656 areas have been done for classification of two classes (normal-mass).
The diagnostic test on 198 mammographic images includes 99 normal images and 99 mass images.
The test results show a sensitivity of 89.9% and a positive error of 19.2%. The results show that
DCNN, together with the transfer learning method, has the ability to perform mass recognition by
computer.

In [13], the general framework is based on two-dimensional section images. By surface-to-surface
analysis of two-dimensional sections of digital tomographic images, the pattern is automatically
learned by convolutional neural networks. Then learn to apply multiple slices and the images are
categorized based on the extracted features. Using CAD and its expansion, 5040 two-dimensional
slices of images from 87 sets are evaluated. Experimental results show that the proposed method
offers higher accuracy than other methods, such as the Boltzmann method.

In [11], the segmentation step is performed based on the extracted edges of the tumor border. But
due to some damaged and indeterminate edges, it is difficult to identify. Area-based segmentation
increases the accuracy of classification, and this is because the tumor area is usually brighter than
the tissues around the tumor and has an almost uniform density.

In [17], tumor segmentation has been performed on the tumor with regional segmentation tech-
niques. The uniform algorithm is used for automatic segmentation of tumor candidate areas and
overall, the recovery rate is 90% for tumor masses. But the criterion used for analysis is only based
on the location of the tumor and not on the quality of the segmentation.
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In [25] they presented a tumor detection system for the correct classification of breast masses into
normal, abnormal, benign or malignant categories. The proposed method examines two datasets:
MIAS and DDSM. A new algorithm has been used to classify based on the combination of top-
hat conversion and gray surface interaction matrix with reverse diffusion neural network. The final
accuracy obtained is reported to be 62.97% on average.

3. Convolution neural network

Convolution neural networks are a model of multilayer neural networks and, like other neural
networks, are composed of weighted and biased neural layers with the ability to learn. These networks
are designed to work well for matrix-structured inputs (two-dimensional and three-dimensional). The
neural network typically consists of convolutional, pulling, and fully connected layers [14].

• Input Layer: The first layer of each CNN used is the ‘input layer,’ which takes images, resizes
them for passing onto further layers for feature extraction.

• Convolution Layer: The next few layers are ‘Convolution layers,’ which act as filters for images,
finding out features from images and calculating the match feature points during testing.

• Pooling Layer: The extracted feature sets are then passed to the ‘pooling layer.’ This layer
takes large images and shrinks them down while preserving the most important information in
them. It keeps the maximum value from each window it preserves the best fits of each feature
within the window.

• Rectified Linear Unit Layer: The corrected linear unit replaces the negative numbers of the
addition layer with 0.

• Fully Connected Layer: The final layer is the fully connected layers which take the high-level
filtered images and translate them into categories with labels.

In a multilayer neural network, the neural network receives the input and sends it to several hidden
layers. Each hidden layer comprises several neurons in the form of a vector, each of which is com-
pletely connected to all the neurons in its previous layer. The neurons in each layer act independently
and do not share communications and weights. The last layer of this network is the output layer,
which is ultimately responsible for determining the data class.

The layers of this network, unlike multilayer neural networks, consisting of neurons in three
dimensions. In some articles, they are also called tensors. The first level is the convolution layer,
which can extract new features from the image using various kernels. This is followed by Max pooling,
which reduces the size and number of network parameters. The output of this layer is sent to the
complete connection network layer after being converted to a one-dimensional vector. conventional
neural network algorithms are used in this layer. The convolution + max-pooling block, known as the
convolution layer, can be repeated many times to build a deeper network. The user also determines
the number of Fully connected layers. Convolutional neural networks have shown their efficiency
in image processing applications such as image classification, object recognition, and image content
retrieval. Good results have been achieved in solving the problem of image classification [23]. High
accuracy has been achieved in the issue of object recognition [5]. In content retrieval of images, it
has achieved good performance compared to classical methods such as color, shape, and texture [16].

The sheer number of parameters that can be learned on CNN is one of its challenges. Today,
its computational implementation on the GPU by in-game text frameworks such as Tensorflow and
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CNTK, which support the development of powerful mouthpieces, has enabled the widespread use of
CNN, making it a practical tool in image and video processing studies. Figure 1 shows the difference
between a convulsive neural network and a normal neural network. As shown in the figure, all
the neurons are connected in a multilayered neural network, but the neurons are located in three
dimensions in a CNN. In Figure 1-b, the input layer marked in purple can be an input image to the
grid that has length, width, and depth and represents three purple, yellow, and blue channels in the
image.

Figure 1: a) normal neural network, b) convolutional neural network

In less than a decade, artificial convolutional neural networks have played an important role in
deep learning by developing computer processing power in vital applications such as medical image
processing and car systems with increasing success. Have been together. The use of convolutional
networks such as Google Net, and AlexNet, due to the use of deeper layers compared to conventional
neural networks, can significantly differ in the processing of medical images and the screening of
diseases.

The AlexNet network was introduced at the 26th Conference on Neural Information Processing
Systems in 2012 [18]. AlexNet looks like a simple architecture with intricate layers stacked on top of
each other and perfectly connected to the top layers. What makes this model different is the speed
of the task and a ”GPU” for learning. In the 1980s, CPUs were used to learn a neural network,
but AlexNet used GPUs to increase learning speed tenfold. Various have been collected. AlexNet
consists of 5 convolutional layers, three pooling layers, and two fully connected layers and has about
60 million free parameters for training.

AlexNet is a deep convolutional neural network architecture, which sums up to a total of 22
layers. The convolution layer, the main building block in the network, constitutes the first layer and
is followed by a RELU transfer function. Next is a max pool, which dynamically lessens the image
size. This limits the measure of system calculation, parameters, and shields from overfitting. The
next three layers follow a similar pattern (CONV-RELU-POOL). Layers 7, 8, 9, 10, 11, 12 follow
the pattern of convolution followed by a transfer function (CONV-RELU). The thirteenth layer is
max-pooling. After which, the network is composed of few fully connected layers. Next is a simple
linear layer, which is followed by dropout and threshold layers. Finally, a 4- way softmax classifier
is managed to order the images into different classes [35].
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4. Proposed method

This study aimed to present a model of deep parallel networks to differentiate between images
related to breast cancer. Accordingly, the proposed method has steps that we will discuss in the
following.

In general, a convolutional neural network is a hierarchical neural network in which the convolu-
tional layers are interspersed with the pooling layers [4], followed by several fully connected layers.
In these layers, the CNN network uses different kernels to convolve the input image and the middle
feature maps, thus creating different feature maps. One of the interesting methods of managing the
convolutional layers is the Network in Network (NIN) method, in which the main idea is to replace
the convolutional layer with a small perceptron neural network that performs the separation oper-
ation with the help of Equation (4.1) and includes several fully connected layers. The activation
functions of this network are nonlinear, and nonlinear neural networks replace linear filters [20]. This
method achieves good results in categorizing images.

y = f

(∑
i

wixi

)
(4.1)

A pooling layer is usually placed after a convolutional layer and can reduce the size of feature maps
and network parameters. Like convolutional layers, pooling layers are resistant to displacement due
to the consideration of neighboring pixels in their calculations. Pooling layer implementations using
the max (max-pooling [20]) function (Figure 2 and Equation (4.2)) and the Average (Average pooling
[20]) function are the most common implementations. Using a max-pooling filter with a size of 2 ∗ 2
and a feature map with a size of 8*8 will create an output with a 4 ∗ 4.

MPi,j = max(Ii,jCi,j (4.2)

Figure 2: Example of Max Pooling

4.1. Network structure

With recent advances in the use of CNN in computer vision, popular models of convolutional
neural networks have emerged. The method introduced (Figure 3) is a parallel deep learning model
for classifying and ultimately diagnosing cancerous tumors. AlexNet and VGGNet [44] are two
architectures for convolutional neural networks that have been considered in this parallel model.
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Figure 3: Proposed parallel neural network

General AlexNet consists of 5 layers of convolution and three fully connected layers. This ar-
chitecture receives 128 ∗ 128 images as input and then processes the input image by performing
sequential convolution and pooling operations and finally sending the results to the fully connected
layers. The second framework presented in this research is a VGGNet based CADx framework that
can be done in two steps: feature selection and classification. In the following, the details of this
model with input size 256 ∗ 256 are provided (Figure 4).

Figure 4: The final model of a parallel deep neural network

The proposed method consists of two frameworks: Medical image pre-processing and Dual-CNN
model design. It is used to simplify the morphological operation for preprocessing images [28].

Because two different networks are used in this parallel model, the size of their input images is
also different. The optional AlexNet network input is 209 ∗ 209, and the optional VGGNet network
input [40] is 128 ∗ 128.

After the preprocessing operation, two layers of the created neural network should be applied
to the data. Each layer is a 3D array of size s1∗ s2∗ f (width, height, and depth) in this network.
In each layer, f represents the channel depth, s1 and s2 represent the spatial dimensions of the
data. The input layer also specifies the amount of red, green, or blue parameters of the image. The
structure of the AlexNet network contains 8 layers of convolution and ReLU. These layers are followed
by 8 additional computational layers, which alternate between convolution and ReLU. Finally, the
resulting matrix is combined with the VGGNet network matrix to create a matrix with 16 ∗ 16 ∗ 384.
The computational process of this network is presented in Table 1.
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Table 1: Architectural details of the modified AlexNet model.
Layer

Layers
Kernel number of

Output shape
No. size(s1*s2) Kernels
1 Input Image - - 3*256*256
2 Image Resize - - 3*209*209
3 Max Pooling 1 (11*11) 96 67*67
4 Max Pooling 2 (3*3) 96 33*33
5 Convolution 1+ Rectifier Unit (5*5) 256 33*33
6 Max Pooling 3 (3*3) 256 16*16
7 Convolution 2+ Rectifier Unit (3*3) 384 16*16
8 Convolution 3+ Rectifier Unit (3*3) 384 16*16
9 Convolution 4+ Rectifier Unit (3*3) 256 16*16

The structure of the VGGNet network contains 8 layers. This network consists of 13 circular
layers, each of which is equipped with more filters. After each of these layers is a ReLU layer, these
layers are followed by 8 additional computational layers, which alternate between the fully connected
part and the ReLU. The computational process of this network is presented in Table 2.

Table 2: Architectural details of the modified AlexNet model.
Layer

Layers
Kernel

Output shape
No. size(s1*s2)
1 Input Image - 3*256*256
2 Image Resize - 3*128*128
3 Convolution 1+ Rectifier Unit (3*3) 32*128*128
4 Convolution 2+ Rectifier Unit (3*3) 32*128*128
5 Max Pooling 1 (2*2) 32*64*64
6 Convolution 3+ Rectifier Unit (3*3) 64*64*64
7 Convolution 4+ Rectifier Unit (3*3) 64*64*64
8 Convolution 5+ Rectifier Unit (3*3) 64*64*64
9 Max Pooling 2 (2*2) 64*32*32
10 Convolution 6+ Rectifier Unit, (3*3) 128*32*32
11 Convolution 7+ Rectifier Unit, (3*3) 128*32*32
12 Convolution 8+ Rectifier Unit, (3*3) 128*32*32
13 Max Pooling 3 (2*2) 128*16*16

In the VGGNet network, a set of images is inserted into the first convolution operation and used
in the next layer as Equation (4.3):

Cij =
∑∑

(Hm,n ∗ Ii+m,j+n) + b (4.3)

After the operation related to the combination of features, the Fully Connected operation is performed
three times, then in the stage of collecting the results and the final classification, a Softmax operation
is performed (Equation (4.4) and as a result, the most probabilities will be considered.

Pclass = arg max(s) (4.4)

Here P is the class label of the presence or absence of the tumor and S is the predicted probability
of the model implemented in the final stage of the proposed system.



A new parallel deep learning algorithm for breast cancer classification ;
Volume 12, Special Issue, Winter and Spring 2021,1269-1282 1277

4.2. Network training

Both network models use the same method for training, which is a basic method in convolutional
neural networks. The training method in each convolution neural network consists of two steps:
Feedforward and backpropagation. In the first step, the input image enters the network with the
help of Point multiplication and convolution. The point multiplication is done between the input and
the parameters of each neuron, and then the network’s output is calculated. Here, to set the network
parameters, the output result is used to calculate the network error. To do this, using an error
function, the network output is compared with the correct answer, and the error rate is obtained.

Forward Propagation (FP) is a process in which the previous layer’s output is considered the
input of the current layer. To avoid error, the neurons in each layer must operate with a nonlinear
activation function. Since the first layer only receives pixel values, it has no activation function. From
the second layer to the last layer, nonlinear activation functions are used. Therefore, the output of
each layer can be expressed as follows:

Z l = wl ∗ xl + bl (4.5)

Here l represents the lth layer, and ∗ is the convolution action. W, b, and x are the weight matrices,
the bias matrix, and the input weights of the next layer, respectively. The activation function is
nonlinear. If l = 2 then x2−1 = x1 is an image matrix whose elements are pixel values. If l > 2, xl−1

is a feature maps matrix al-1 that is extracted from layer (l-1). As a result, aL represents the final
output vector.

Backward Propagation is a supervised learning method. It first selects the cost function based
on the output and target values, calculates the error vectors, and updates the wl and bl parameters.
This operation is performed in two steps as follows:
The first step involves selecting the cost function.
A cost function must meet two characteristics:

1. Must be able to calculate the average.

2. In addition to the output values, it should not depend on any neural network activation values.

The function that can be used here instead of the softmax function is Cross-Entropy (EL
0 ) function.

This function is used to classify a single class (Equation (4.6)). In other words, an example can only
belong to one class. We will examine both models.

EL
0 = −1

1

n∑
i=1

N∑
k=1

[
tLk ln aLk + (1 − tKk ) ln(1 − aLk )

]
(4.6)

The n is the total number of training sets. tLk is the target value for the kth output layer and aLk is
the actual output value of the output layer.

5. Experimental setup

5.1. Dataset

In the proposed image classification method, the appropriate data set will first be selected, and
then the tagging operation will be performed. The images are then converted to a feature vector. A
feature selection method identifies the useless features and selects a limited number of more important
features. This can increase the final accuracy of the classification.
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Mammographic images from the INbreast database were originally collected from the Centro
Hospitalar de S. Joao [CHSJ], Breast Center, Porto. The INbreast database collects data from August
2008 to July 2010, including 115 items with 410 images [31]. Of these, 90 were women with the disease
in both breasts. Four different breast diseases are listed in the database, including Mass, Calcification,
Asymmetry, and Distortions. The images in this database have two perspectives: Craniocaudal (CC)
and medial oblique (MLO), and breast density is divided into four categories according to BI-RADS
standards [32], completely fat (density 1), dense (density 2), Dense heterogeneous (density 3) and
very dense (density 4) [15].

Figure 5: INBreast dataset

The second PLCO dataset is a comprehensive dataset for the analysis of breast cancer incidence
and mortality. However, this file only contains information about the first breast cancer diagnosed
in the trial. This dataset contains a record for approximately 78,000 women.

5.2. System implementation and training

Learning is one of the most important steps in categorizing images. In this study, the aim is
to use deep learning to increase the performance of the learning algorithm evaluator function and
continue to reach the desired state, and also to classify without user intervention and automatically
by the model produced from the above steps. Finally, the model produced is expected to work well
on the test data.

Both system models were performed using MATLAB software on a workstation with an Intel
Xeon Silver CPU with 32 GB of RAM and an NVIDIA Quadro P4000 GPU with 8 GB of memory.
All RGB images have been resized to 256*256 and all pixel values in the range [0, 1] have been
normalized to make the system computationally efficient.

For better experiments, 75% of the set is used as training data and 25% of the set is selected
for testing. The Adam optimizer [42] with an initial learning rate of 0.001 has been used to train
networks, resulting in a gradual decrease in learning by a factor of 0.1 until learning stagnates.

5.3. Evaluation metrics

The classification of medical images is done by testing the model produced with different criteria
to produce a reliable method ultimately. A threshold is set for the criteria to reach the optimal
value in case of the poor performance of the classification parameters in the search space. To ensure
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the correct operation of the proposed model, we try to apply the theory of the proposed method
to various algorithms so that we can have a stronger evaluation and comparison of the work done
compared to traditional and manual methods. Ultimately, the goal is to achieve an efficient and
reliable model by increasing the correct classification accuracy.

The most important evaluation criteria in image classification are precision, sensitivity(Recall),
specificity, accuracy, F-criterion, and classification error, which are shown in the following relations,
respectively.

The accuracy of the classification will indicate the strength of the proposed method in classifica-
tion. This accuracy will be calculated using Equation (5.1).

Accuracy =
TP + TN

TP + FP + FN + TN
(5.1)

Sensitivity represents how good a test is at detecting the positives (i.e., true positive rate) and
calculated by using Equation (5.2).

Sensitivity(Recall) =
TP

TP + FN
(5.2)

Specificity represents how many good a test is at avoiding incorrect answers. This can be calculated
using Equation (5.3) (i.e., real negative rate).

Specificity =
TN

TN + FP
(5.3)

Precision represents a positive predictive value and has been calculated using Equation (5.4).

Precision =
TP

TP + FP
(5.4)

In all these formulas; TP = true positive, TN = true negative, FP = false positive and FN = false
negative.

6. Results

At this point, after modeling, the results of modeling should be evaluated. The evaluation results
improve the model and make the model usable. To check the accuracy of the model, it is first
necessary to divide the available data into three sections: training, testing, and validation. The data
of the training section produces the model and the data of the experimental section, with the help
of a number of records, tests the produced model and determines the label related to the mentioned
records.

The data set used for the first phase of our system includes a data set with 3000 images in 4
mentioned modes, which has been trained on 2000 images and tested on 1000 images. The proposed
model is classified as binary with the help of various performance criteria (accuracy, sensitivity,
specificity, etc.) and softmax perfor-mance introduced in the previous section, the results of which
are presented in Table 3. An accuracy of 0.991 for the low-density mode indicates that the proposed
model for the first phase of the proposed system can provide promising results.
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Table 3: Performance evaluation of softmax classifier in INBreast dataset

METRICS
INBREAST DATASET

Density 1 Density 2 Density 3 Density 4
F1 0.9890 0.9887 0.9889 0.9888

ACCURACY 0.9917 0.9899 0.9801 0.9799
SENSITIVITY 0.9910 0.9910 0.9902 0.9902
PRECISION 0.9921 0.9913 0.9909 0.9902

SPECIFICITY 0.9923 0.9916 0.9914 0.9914

The data set used for the second phase of our system includes PLCO data set with 5120 images in 4
men-tioned modes, which has been trained on 3700 images and tested on 1420 images. The proposed
model is classi-fied as binary with the help of various performance criteria (accuracy, sensitivity,
specificity, etc.) and softmax performance introduced in the previous section, the results of which
are presented in Table 4. An accuracy of 0.987 for the low-density mode indicates that the proposed
model for the first phase of the proposed system can provide promising results.

Table 4: Performance evaluation of softmax classifier in INBreast dataset

METRICS
PLCO DATASET

Density 1 Density 2 Density 3 Density 4
F1 0.9812 0.9803 0.9799 0.9791

ACCURACY 0.9871 0.9871 0.9870 0.9870
SENSITIVITY 0.9892 0.9892 0.9889 0.9887
PRECISION 0.9903 0.9898 0.9898 0.9897

SPECIFICITY 0.9903 0.9903 0.9903 0.9901

The results of both Tables 3 and 4 show the suitability of the proposed system in 4 possible cases
for breast cancer. Now it is possible to compare the performance of the proposed method with other
possible methods and gain more confidence in its performance.

7. Discussion

This section (Table 5.) compares two deep classification models, two parallel deep models, a
support vector machine method, and a multilayer general neural network with the proposed model
in terms of evaluation crite-ria and 4 breast cancer cases.
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Table 5: Compare with different models in INBreast dataset

Methods/Metric Density 1 Density 2 Density 3 Density 4

AlexNet
Accuracy 0.9402 0.9402 0.9311 0.9311
Sensitivity 0.9421 0.9419 0.9314 0.9312

VGGNet
Accuracy 0.9401 0.9401 0.9309 0.9299
Sensitivity 0.9416 0.9403 0.9323 0.9302

Parallel AlexNet
Accuracy 0.9567 0.9536 0.9398 0.9398
Sensitivity 0.9595 0.9537 0.9398 0.9417

Parallel VGGNet
Accuracy 0.9553 0.9516 0.9398 0.9216
Sensitivity 0.9557 0.9519 0.9399 0.9222

SVM
Accuracy 0.9001 0.8700 0.8335 0.8301
Sensitivity 0.9012 0.8705 0.8357 0.8351

NN
Accuracy 0.8284 0.7925 0.7575 0.7575
Sensitivity 0.8297 0.7929 0.7593 0.7593

Proposed Method
Accuracy 0.9917 0.9899 0.9801 0.9799
Sensitivity 0.9910 0.9910 0.9902 0.9902

Table 5 shows that the proposed method performed better than other classification models in all
4 cases of breast cancer. The final step of comparison is to compare with other methods that have
been studied on the IN-Breast database. It seems that the proposed method can get a better answer
than other studies.

Table 6: Compare with different models in INBreast dataset

Methods/Metric Density 1 Density 2 Density 3 Density 4

[38] 2021
Accuracy 97.01 96.87 95.07 94.67
Sensitivity 97.08 96.87 95.16 94.64

[8] 2018
Accuracy 96.55 96.32 95.95 95.22
Sensitivity 96.76 96.39 95.96 95.24

[7] 2015
Accuracy 95.00 94.23 90.66 82.00
Sensitivity 95.00 94.98 90.90 82.00

[41] 2019
Accuracy 88.60 88.12 80.36 80.17
Sensitivity 88.97 88.15 80.39 80.17

Proposed Method
Accuracy 0.99 0.98 0.98 0.97
Sensitivity 0.99 0.99 0.99 0.99

According to the comparisons made in Table 6, it is clear that the proposed method has a much
better answer in terms of accuracy than the methods presented in [38, 8, 7, 41, 4]. In some cases,
the accuracy of the proposed method has been improved by about 4%.

8. Conclusions

Breast cancer is one of the most common diseases among women, usually diagnosed by laboratory
diagnos-tic methods. Deep learning methods, especially parallel deep learning, have been used by
the medical field for many years. The proposed model includes a combined model of AlexNet and
VGGNet, which could be intro-duced compared to parallel and non-parallel methods, and even
compared to the methods presented in some articles and, in some cases, up to 4% improvement.
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