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Abstract

In recent years, integrated reverse supply chain practices have been adopted by companies that de-
sire to reduce the negative environmental and social impacts within their supply chains. models and
solutions assisted by industry 4.0 technologies have been developed to transform products in the end
of their life cycle into new products with different use. There are several methods with different
technologies to recycle the wastes, which have been selected and weighted based on the indicators of
the industry 4.0 revolution and the wastes sent to recycling centers based on the technology weight.
The understudy model is multi-objective, including minimizing transportation costs and environ-
mental effects and maximizing customer response demand. The whale optimization algorithm and
the NSGA-II algorithm were also used to solve this model. The results obtained from whale opti-
mization and genetic algorithms have been comprised of each other through comparative indicators
of quality, dispersion, uniformity, and solving time. The results showed that the whale algorithm has
a higher ability to explore and extract possible points and achieve optimal solutions in all cases. The
NSGA-II algorithm was also superior to the whale algorithm in terms of uniformity and solving time.
The investigation of changes in solving time with increasing problem size was another confirmation
of the NP-hard nature of the understudied problem.
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1. Introduction

A critical success factor that benefits productivity, resource efficiency and waste reduction, is the
digitalization of processes and the implementation of practices that use smarter equipment [18]. The
concept of reverse logistics has emerged over the past decades due to environmental pollution and
the increasing waste of resources, and greenhouse gas emissions. Reverse logistics is defined as all
logistics activities for products that have reached the end of their life or require a series of processes
to improve. Other definitions of reverse logistics include all supply chain activities that occur in
reverse. The most crucial principle in reverse logistics is that many unusable or unused materials
of customers are valuable and can be re-introduced into the supply chain with a little modification.
Today, an important concept in the environment is urban recycling management. Recycling is to
utilize used goods to recycle them into the same good or other usable goods. For example, used paper
becomes newspaper and egg combs after recycling. The first point is that resources are limited and
non-renewable and eventually will run out. Recycling makes it less likely to use these raw materials.
Its second advantage is saving energy and consuming less energy to make a product. The third
advantage is that it allows less waste to enter the environment, which has irreparable consequences
and creates an ugly view of the environment.

On the other hand, the world also faces technological advances in digitalization and automation
in addition to sustainable challenges. A range of new technologies can define the Industry 4.0
Revolution. It is highlighted that empirical investigation of how industry 4.0 solutions and circular
economy are applied in practice is needed [15, 20]. The industry 4.0 revolution paradigm promotes
the communication of physical items such as sensors, devices, and the connection of organizational
assets to each other and the internet. The production process is divided into small value-based
units that only share information about sequential process steps, increasing flexibility and possibly
decreasing coordination complexity. Considering the importance of using reverse logistics in the
waste collection as well as the importance of the 4th industrial revolution, the purpose of the present
study was to develop and solve an integrated model of the reverse supply chain of municipal waste
under uncertain conditions based on the model of the industry 4.0 revolution. In the present study,
a mathematical model for reverse supply of municipal waste has been discussed under uncertain
conditions based on the model of the 4th industrial revolution. In this model, wastes (garbage)
are collected from customer centers and sent to recycling or disposal centers. Recycled wastes are
sent from recycling centers to distribution centers and from distribution centers to customers. The
vehicles of transportation for collection and delivery have been considered in electric type based on
the 4th industrial revolution.

The remainder of the paper is structured as follows. The research literature is presented in section
2. Section 3 examines the proposed solution method, while section 4 deals with the mathematical
model, demonstrating the model components. In Section 5, computational results are reported, and
finally, in section 6, conclusions and some recommendations are presented.

2. Literature Review

Over the past decades, environmental issues have become very important, and one of the most
critical current concerns is how to decrease waste and dispose of it properly. The disposal rate of
goods has been increased with the growth of population and living standards, and many landfill sites
have reached their maximum capacity [5]. Numerous studies have been conducted on the reverse
supply chain, which is described below.

Koppius, Özdemir-Akyıldırım and Laan [9] investigated the closed-loop supply chain by consid-
ering the value of employment and trade as a measure of sustainability. They developed a rule-based
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information system to examine the social values of employees and customers. In this system, cus-
tomers and employees are evaluated based on existing evaluation and information indicators.

Nylén and Holmström [12] investigated innovative digital strategies and developed an organiza-
tional framework for improving digital products and service innovation. In the study, factors such
as user experience and knowledge, skills, evaluation, and scanning have been utilized to develop
this framework. It has been shown that implementation of this framework in companies accelerates
the increase of competitive advantages and improves products and services. Kong [8] developed a
green mixed-integer linear planning model for optimizing lateral gases to decrease the iron and steel
industry’s overall costs, i.e., operating costs and environmental costs. In the model, operating costs
included fines for gas diversion, fuel and water consumption costs, and booster fines, while environ-
mental costs included fines for discharging direct and indirect pollutants. The case study showed
that the proposed model had an optimal solution, and 2.2% of total costs were decreased compared
to the previous one.

Kaya and Urek [7] investigated designing a closed-loop supply chain network that integrates
production and collection centers. They developed a mixed-integer nonlinear location-inventory-
pricing model. They proposed this model to maximize profits and obtain optimal facility locations,
optimal inventory values, optimal price of final products, and optimal price of returned products and
solved the problem by heuristic methods.

Tosarkani and Amin [19] investigated the multi-product closed-loop supply chain in the battery
industry. They developed a multi-objective mathematical model and solved it using the Epsilon
restriction method. Wang, Zhao and He [21] investigated reverse logistics optimization for bicycle
sharing and bicycle recovery. In this study, logistics costs and reverse customer satisfaction have
been observed in significant areas. The model creates a reverse logistics network for defective shared
bicycles. A modified genetic simulated algorithm (MGSA) has been used to solve this model. The
results confirmed the effectiveness of MGSA. Casper and Sundin [3] reverse logistics in-vehicle repro-
duction, packaging, and transportation and reverse material flow management. The purpose of their
case study was to a framework for reverse material flow management in the automotive industry
with an emphasis on reproducing activities. Various methods and techniques were used to obtain
and confirm the necessary information of the above problems: 1) related literature on this topic was
investigated; 2) data and documents were requested directly from relevant market experts, 3) cluster
data were analyzed, and samples were highlighted, and 4) the data were evaluated and suggested
practical courses were recommended.

Šomplák et al. [17] evaluated reverse logistics-based waste generators to investigate global warm-
ing potential. In the study, a specific problem of network flow has been investigated. Mixed municipal
waste as a secondary and somewhat renewable energy carrier from waste producers (municipalities)
is transferred to their final treatment sites in waste processing units through pre-processing facilities.
The overall goal of this model is flow optimization. The obtained results were of minimum total costs,
including treatment and transportation related to the production and storage of a certain amount of
CO2 and other greenhouse gases, described as Global Heating Potential. The share of wastes’ GWP
in different locations and different technologies varies among waste producers. For this reason, the
problem of network flow was proposed to identify the wastes accurately. The model’s conceptual
framework has been made up of five crucial perspectives on supply chain management, including
trade, technology, sustainable development, cooperation, and management strategy. Table 1 shows
the summary of the last works in this field.

As shown in Table 1, it can be seen from the literature review, numerous studies have ever been
conducted on reverse logistics problems and developed and solved a mathematical model for this
problem. A small number of studies have also investigated the reverse logistics model of urban waste
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Table 1: Summary of previous studies

recycling. However, modeling a sustainable reverse supply chain for waste collection and recycling of
the municipal waste with the approach of the industry 4.0 revolution has not ever been investigated
in previous studies, and the present study is entirely new in this regard, and its innovations are as
follow:

� Developing and solving the mathematical model for the reverse supply chain of urban waste
recycling with 4th industrial revolution approach.

� Considering the sustainability dimensions in the reverse supply chain of urban waste recycling
with industry 4.0 revolution approach.

� Considering the location-routing phase in the reverse supply chain of urban waste recycling
with the 4th industrial revolution approach.

3. Methodology

The gray relational analysis method with the fuzzy number and fuzzy VIKOR method was used
to weigh the effective technology criteria (main dimensions and sub-components) and technologies,
respectively. Also, the archive-based multi-objective whale optimization algorithm was used to solve
the mathematical model, and its results were comprised of the results of the NSGA-II algorithm.

3.1. The theory of gray relations with distance fuzzy numbers

Assume that a multi-criteria decision problem has M non-profit options including A1, A2, ..., Am
and n criteria including C1, C2, ..., Cn. Each option is measured by n criteria. All evaluation/ranking
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values are related to the options by considering X ’s decision matrix (= (xij)m×n). The technique of
gray relational analysis includes the following steps:

Step 1 normalized decision matrix is calculated. The normalized values of rij are calculated as
follows:

rij =
Xij

max(Xij)
, i = 1, 2, ...,m; j = 1, 2, ..., n, for j ∈ I (3.1)

rij =
min(Xij)

Xij

, i = 1, 2, ...,m; j = 1, 2, ..., n, for j ∈ J (3.2)

Where, I is the set of profit criteria and J is the set of cost criteria.

Step 2 determine R0 the series.

rij =
Xij

max(Xij)
, i = 1, 2, ...,m; j = 1, 2, ..., n, for j ∈ I (3.3)

Where,
r0j = max

j
rij j1, 2, ..., n (3.4)

Step 3 forming a distance table. The distance δij between the reference values and the comparison
values are calculated as follows:

δij = r0j − rij (3.5)

Then, the distance matrix ∆ is obtained as follow:

∆ =


δ11 δ12 ... δ1n
δ21 δ22 ... δ2n
...

...
...

δm1 δm2 ... δmn

 (3.6)

Step 4 calculation of gray relational coefficient. The gray relational coefficient is defined as follow:

ξij =
δmin + ζδmax

δij + ζδmax

, i = 1, 2, ...,m; j = 1, 2, ..., n (3.7)

Where, δmax and δmin are the maximum and minimum values of δij(i = 1, ...,m; j = 1, ..., n),
respectively and ζ is a distinct coefficient between 0 and 1. The value of ζ is usually considered
equal to 0.5.

Step 5 estimate the degree of gray relation γi through the following equation

γi =
n∑

j=1

wjξij, i = 1, 2, ...,m (3.8)

Where, wj is the weight of jth criterion and:

wj ≥ 0,
n∑

j=1

wj = 1 (3.9)

Step 6 ranking the options based on their gray relational value so that whatever γi is greater Ai is
a better option.



1808 Mohajeri, Harsej , Sadeghpour, Khaleghi Nia

3.2. VIKOR method algorithm

Step 1 Forming the decision matrix
The decision matrix or scoring matrix of options is formed based on criteria. The decision
matrix is denoted by X , and each of its arrays is denoted by xij.

Step 2 Data normalizing
The next step is to normalize the decision matrix using Eq. (3.10):

nij =
xij∑m
1 xij

(3.10)

Note that the linear normalization method is different from the vector method. The linear
method is used in the VIKOR technique, and the vector method is used in the TOPSIS tech-
nique [4]. Each Xij is the value of each criterion for each option: After powering numbers and
summing each column, and taking each column’s total square root, the numbers appear as a
new table.

Step 3 Determine the ideal positive and negative point
The best and worst of all options are determined for each criterion and name f+ and f−,
respectively. If the criterion is from utility type, then:

f ∗
j = max(fij) ∀i = 1, 2, ...,m (3.11)

f−
j = min(fij) ∀j = 1, 2, ..., n (3.12)

Step 4 Determining utility (S) and regret (R) Opricovic and Tzeng [13] have proposed two basic
concepts of utility (S) and regret (R) in VIKOR’s calculations. The utility value (S) indicates
the relative distance of the ith option from the ideal point, and the regret value (R) indicates
the maximum discomfort of the ith option from the ideal point distance.

si =
n∑

j=1

wj

f ∗
ij − fij

f ∗
ij − f−

ij

(3.13)

Ri = maz(wj

f ∗
ij − fij

f ∗
ij − f−

ij

) (3.14)

Step 5 Calculation of VIKOR Index
The next step is to calculate the VIKOR (Q) index for each option:

Qi = v

[
si − s∗

s− − s∗

]
+ (1− v)

[
Ri −R∗

R− −R∗

]
(3.15)

s∗ = min(si); s
− = max(si) (3.16)

R∗ = min(Ri);R
− = max(Ri) (3.17)

� The two final decision-making conditions with the VIKOR technique
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Condition one: If options A1 and A2 are ranked first and second among m options, the following
relation should be established:

Q(A2)−Q(A1) ≥
1

m− 1
(3.18)

Condition two: option A1 must be recognized as a top rank in at least one of the R and S groups.
If the first condition is not met, both options will be the best option. If the second condition is not
met, options A1 and A2 are both selected as top options.
After evaluating options according to experts’ existing criteria, the expression values are first con-
verted into their equivalent fuzzy, and then, the average opinions of experts are calculated, and the
fuzzy decision matrix is formed. The negative and positive criteria were determined after the for-
mation of the fuzzy decision matrix. Then, the normalized cumulative fuzzy decision matrix was
formed through the following relations.
For positive criteria:

M = min
i
(xij1, cj), P̃ij =

(xij1

M
,
xij2

M
,
xij3

M

)
(3.19)

For negative criteria:

N = max
i

(xij3, cj), P̃ij =

(
N − xij1

N
,
N − xij2

N
,
N − xij3

N

)
(3.20)

After calculating the above equations, the utility measure (S̃i) and regret measure (R̃i) of ith

option was calculated using the following relations.

(S̃i) =
n∑

j=1

cj × P̃ij (3.21)

(R̃i) = max
j

(cj × P̃ij) (3.22)

In the next step, the value of the VIKOR index (Q̃i) was calculated using the below equation.

Q̃i =
v(si − s∗)

s− − s∗
+ (1− v)

(Ri −R∗)

R− −R∗

=
s− − s∗

s− − s∗ +R− −R∗
si − s∗

s− − s∗
+

R− −R∗

s− − s∗ +R− −R∗
Ri −R∗

R− −R∗ (3.23)

Where,

S∗ = min
i

Si, S
− = max

i
Si, R

∗ = min
i

Ri, R
− = max

i
Ri (3.24)

After preparing the values of Q̃i, the next step was to defuzzification these values. There are
several formulas for defuzzification of fuzzy numbers, and BNP (Best non-fuzzy performance) formula
is one of the formulas that determine the best value for a fuzzy number, which can be calculated
from the following relation:

BNP = Lij +
[(Rij − Lij) + (Mij − Lij)]

3
(3.25)

The whale algorithm has been used to solve the proposed model. Since the nature of meta-
heuristic algorithms is random and it is not possible to exactly determine the superior one, it has been
tried in the present study to utilize relatively new algorithms and solve the model and compare them
with the well-known NSGA-II algorithm to scientifically and practically evaluate their performance
for understudy problem.
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Figure 1: Variable aj representation

Figure 2: Variable bk representation

3.3. The Proposed Algorithms Structure

3.3.1. Whale Optimization Algorithm (WOA)

For any iteration, search agents update their position according to other agents randomly or with
the best solution. The parameter (a) has been decreased from two to zero to provide exploration
and exploitation, respectively. Two modes are considered to update the position of search agents.
If the variable is | A |> 1, then the random search agent is selected, and if it is | A |< 1, then the
best solution is selected. Depending on the value of p, the whale can change the position between
two movements of spiral and rotational. Finally, WOA ends with reaching the specified satisfaction
criterion.
In all meta-heuristic algorithms, it is necessary to store the solution according to a specific structure
due to the need for a solution at the beginning of the operation, in which the structure is called
the solution display method. In the present study, a matrix has been used to display each solution.
Each solution consists of several matrices, which have been designed according to the outputs of
the model. For example, a line matrix (one-dimensional) has been defined for the variable (aj), in
which the number of its arrays equals J . The following matrix shows an example of this part of the
solution (assume that the number of potential dismantling plant locations is 6 and the maximum
allowable value of this plant is 4). In Figure 1, dismantling plants have been established in locations
1, 3, 4, and 6. A line matrix has also been used to display a variable (bk) which the number of its
arrays equals K. The following matrix shows an example of this part of the solution (assume that
the number of potential locations of the processing plant is 5).

As shown in Figure 2, processing plants have been established in locations 1, 2, and 5. A one-
dimensional matrix has also been used to display a variable (αij), in which the number of its arrays
equals the number of collection centers, and the values of its cells indicate the number of dismantling
plants that the collection center can send the product to it. Assume that the number of potential
locations for the establishment of dismantling plant is 6 and the number of collection centers is 8,
then the following matrix is a way of displaying the solution to this variable, which has been given
according to the example of variable (aj).

In Figure 3, the collection centers No. 1 and 2 have been allocated to dismantling plant No. 1,
the collection centers No. 3 and 7 to dismantling plant No. 3, the collection centers No. 4 and 6 to
dismantling plant No. 6 and the collection centers No. 5 and 8 to dismantling plant No. 4.

Figure 3: Variable αij representation
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Figure 4: NSGA-II Algorithm Flowchart

3.3.2. NSGA II algorithm

The solution method in the NSGA-II algorithm is similar to WOA, but the general structure of
the genetic algorithm is as following in Figure 4.

4. Problem Definition

This model’s characteristics and capabilities in the supply chain have been used to design a
mathematical model based on the industry 4.0 Revolution. In this regard, transportation vehicles
for collection and delivery have been considered in electric type based on the 4th industrial revolution.
Also, the technology rate has been defined in recycling centers. The influential factors of technology
selection for waste collection, disposal, and recycling have been discussed in Table 2.

In this section, a mathematical model for reverse logistics of municipal waste collection has been
presented under a fuzzy condition by considering the model of the 4th industrial revolution. The
understudy reverse supply chain of the present thesis includes the levels of distribution centers,
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Table 2: Effective factors of selecting technology in waste management

customers, collection centers, recycling centers, and landfill centers. In the proposed model, wastes
are collected from customer centers and sent to recycling or landfill centers. Recycled wastes are
sent from recycling centers to distribution centers and from distribution centers to customers. There
are several methods with different technologies to recycle the wastes, which have been selected and
weighted based on the indicators of the industry 4.0 revolution and the wastes sent to recycling
centers based on the technology weight.

4.1. Assumptions

In the present study, several assumptions have been considered for mathematical modeling, which
is as follows:

� The understudy problem includes routing and locating with minimizing carbon emissions in
the reverse supply chain.

� The considered reverse supply chain is multi-waste.

� The number and capacity of electric vehicles are limited and predetermined.

� Vehicle capacity restrictions include the weight limit of transported waste.

� The number of potential places for collection, recycling, and landfill centers is predetermined
with limited capacity.

� The number of demand points (customers) is inevitable, and each customer has demand.

� Customer demand is uncertain and fuzzy.

� All points of demand must be visited by vehicles.
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� The distance between centers is certain.

� The amount of electricity consumption of vehicles in the distance unit is determined by the
vehicle’s speed and the weight of cargo.

� The price per unit of charge consumption is certain.

� The amount of carbon dioxide emissions per processing unit in the centers is certain.

4.2. The variables of the model

zm: If the collection center is established at point m, it is equal to 1 and otherwise equal to 0.
zp: If the recycling center is established at point m, it is equal to 1 and otherwise equal to 0.
zn: If the landfill center is established at point m, it is equal to 1 and otherwise equal to 0.
ytgl1l2k: If k

th vehicle goes from customer l1 to customer l2 under technology g in period t, it is equal
to 11 and otherwise equal to 0.
ytglk : If the kth vehicle goes from customer l1 to collection centers under technology g in period t, it
is equal to 11 and otherwise equal to 0.
ytgmk: If the k

th vehicle goes from customer centers to collection and restoration center m under tech-
nology g in period t, it is equal to 11 and otherwise equal to 0.
ytgmnk: If the k

th vehicle goes from collection and restoration center m to landfill center n under tech-
nology g in period t, it is equal to 11 and otherwise equal to 0.
ytgmpk: If the kth vehicle goes from collection and restoration center m to recycling center p under
technology g in period t, it is equal to 11 and otherwise equal to 0.
ytgmik: If the kth vehicle goes from collection and restoration center m to reproduction center i under
technology g in period t, it is equal to 11 and otherwise equal to 0.
xwtsg

l1l2k: The amount of waste s is traveled by kth vehicle under technology g in period t from customer
l1 to customer j2 and collected from customer l1.
xtsg
lk : The amount of waste s that is received by kth vehicle from customer l under g technology in

period t, to be sent to the collection and restoration centers.
xtsg
mk: The amount of waste s sent by kth vehicle from customer centers to collection and restoration

center m under g technology in period t.
xtsg
mnk: The amount of waste s sent by kth vehicle from collection and restoration center m to landfill

center n under g technology in period t.
xtsg
mpk: The amount of waste s sent by kth vehicle from collection and restoration center m to recycling

center p under g technology in period t.
xtsg
mik: The amount of waste s sent by kth vehicle from collection and restoration center m to repro-

duction center i under g technology in period t.
qtls: Unanswered demand of lth customer for s waste during period t.

4.3. The proposed mathematical model

min z1 =
M∑

m=1

f̃mzm +
P∑

p=1

f̃pzp +
N∑

n=1

f̃nzn

+
K∑
k=1

G∑
g=1

(1− wg)[
S∑

s=1

T∑
t=1

[
∑
l

(wsCkc
sg
l Llx

tsg
lk + c0 × Ll(p̃0 + α̃xtsg

lk )ytglk)
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+
L∑

l1=1

L∑
l2=1,l2̸=l1

(wsCkc
sg
l1l2Ll1l2xw

tsg
l1l2k + c0 × Ll1l2(p̃0 + α̃xwtsg

l1l2k)y
tg
l1l2k)

+
M∑

m=1

[
I∑

i=1

(wsCkc
sg
miLmix

tsg
mik + c0 × Lmi(p̃0 + α̃xtsg

mik)y
tg
mik)

+
N∑

n=1

(wsCkc
sg
mnLmnx

tsg
mnk + c0 × Lmn(p̃0 + α̃xtsg

mnk)y
tg
mnk)

+
P∑

p=1

(wsCkc
sg
mpLmpx

tsg
mpk + c0 × Lmp(p̃0 + α̃xtsg

mpk)y
tg
mpk)]]]

+
∑
t∈T

S∑
s=1

G∑
g=1

(1− wg)[
K∑
k=1

[
M∑

m=1

costsgx
tsg
mk

+
P∑

p=1

(costpsgx
tsg
mpk − valuesgx

tsg
mpk) +

N∑
n=1

costnsgx
tsg
mnk]] (4.1)

Eq. (4.1) represents the first objective function, which includes minimization of the cost of estab-
lishing facilities and the cost of electric charging of vehicles, transportation costs, and environmental
costs resulting from the emission of polluting gases.

min z2 =
T∑
t=1

L∑
l=1

S∑
s=1

qtls
d̃tls

(4.2)

Eq. (4.2) represents the second objective function, which includes the sum of the ratio of unan-
swered customer demand to the amount of their demand for all periods and waste.
The model constraints are as follow:∑

m

∑
k

G∑
g=1

ytglk ≥ 1 ∀l, t (4.3)

Constraint (4.3) ensures that all customers are visited by at least one vehicle at all times.∑
k

ytgmk =
∑
k

(
∑
p

ytgmpk +
∑
n

ytgmnk +
∑
j

ytgmjk +
∑
i

ytgmik) ∀m, t, g (4.4)

Constraint (4.4) ensures that vehicles entering customer points and collection and restoration
centers must be exited from these points.

∑
k

G∑
g=1

(xtsg
lk +

∑
l1

xwtsg
l1lk) + qtls = d̃tls ∀l, t, s (4.5)

Constraint (4.5) calculates the amount of unanswered customer demand l for waste s in period t.

G∑
g=1

∑
k

xtsg
mk = +

G∑
g=1

∑
k

(
∑
p

xts
mpk +

∑
n

xts
mnk +

∑
i

xts
mik) ∀m, t, s (4.6)

Constraint (4.6) ensures the balance of waste flow in the nodes.
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xwtsg
l1l2k ≤ M × ytgl1l2k ∀l1, l2, k, t, s, g (4.7)

xtsg
mk ≤ M × ytgmk ∀l,m, k, t, s, g (4.8)

xtsg
mpk ≤ M × ytgmpk ∀p,m, k, t, s, g (4.9)

xtsg
mnk ≤ M × ytgmnk ∀n,m, k, t, s, g (4.10)

xtsg
mik ≤ M × ytgmik ∀i,m, k, t, s, g (4.11)

xtsg
lk ≤ M × ytglk ∀i,m, k, t, s, g (4.12)

Constraints (4.7), (4.8), (4.9), (4.10), (4.11), (4.12) ensure that a vehicle is sent from one center
to another only when travel has been occurred between them by that vehicle.∑

l1∈N

∑
l2∈N

ytgl1l2k ≤| N | −1 ∀N ∈ NL :| N |≥ 2& ∀k, t, g (4.13)

Constraint (4.13) prevents the creation of sub-nets when vehicles travel between customer points.∑
s

(xtsg
mpk × ws) ≤ QWk ∀m, p, k, t, g (4.14)

∑
s

(xtsg
mpk × vols) ≤ QVk ∀m, p, k, t, g (4.15)

∑
s

(xtsg
mnk × ws) ≤ QWk ∀m,n, k, t, g (4.16)

∑
s

(xtsg
mnk × vols) ≤ QVk ∀m,n, k, t, g (4.17)

∑
s

(xtsg
mik × ws) ≤ QWk ∀m, i, k, t, g (4.18)

∑
s

(xtsg
mik × vols) ≤ QVk ∀m, i, k, t, g (4.19)

∑
s

(
∑
l

((xwtsg
ll1k × ytgll1k) + xtsg

l1k)× ws) ≤ QWk ∀l1, k, t, g (4.20)

∑
s

(
∑
l

((xwtsg
ll1k × ytgll1k) + xtsg

l1k)× vols) ≤ QVk ∀l1, k, t, g (4.21)

∑
s

(xtsg
mk × ws) ≤ QWk ∀m, k, t, g (4.22)

∑
s

(xtsg
mk × vols) ≤ QVk ∀m, k, t, g (4.23)
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∑
s

(xtsg
lk × ws) ≤ QWk ∀l, k, t, g (4.24)

∑
s

(xtsg
lk × vols) ≤ QVk ∀l, k, t, g (4.25)

Constraints (4.14) to (4.25) ensure that the vehicle’s waste does not exceed its weight and volume
capacities. ∑

m

zm ≥ 1 ∀m (4.26)

∑
p

zp ≥ 1 ∀p (4.27)

∑
n

zn ≥ 1 ∀n (4.28)

Constraints (4.26), (4.27), (4.28) ensure that at least one facility must be established for the
collection, landfilling, and recycling.

zn, zp, zm, y
tg
mk, y

tg
lk , y

tg
mpk, y

tg
mnk, y

tg
mik, y

tg
l1l2k = {0, 1} (4.29)

xtsg
mk, x

tsg
lk , xtsg

mpk, x
tsg
mnk, x

tsg
mik, x

tsg
l1l2k ≥ 0 (4.30)

Constraints (4.29) and (4.30) represent the binary and integer variables of the problem.

4.4. Model defuzzification

It can be observed from the model that the capacity and cost parameters of facility construction
have been considered as fuzzy numbers. The fuzzy number ranking method of Jimenez et al. [6] was
used for the defuzzification of the model.

min z = c̃x

ax ≤ b̃

x ≥ 0 (4.31)

Several methods have been proposed to solve fuzzy mathematical planning problems. In the
present study, the ranking method provided by Jimenez was used. Jimenez proposed a method of
ranking fuzzy numbers based on comparing their expected interval. The Triangular fuzzy number
can be written as following from (Figure 5) if Ã = L,M,U :

µA(x) =

fA(x) = X−L
M−L

L ≤ X ≤ M

1 X = M
gA(x) =

X−L
M−U

M ≤ X ≤ U

 (4.32)

The expected interval of a fuzzy number is defined as follow:

EI(Ã) = [EÃ
1 , E

Ã
2 ] =

[∫ a2

a1

xdfA(x)−
∫ a4

a3

xdgA(x)

]
(4.33)
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Figure 5: Triangular fuzzy number

By aggregating the components as well as changing the variable, we will obtain:

EI(Ã) = [EÃ
1 , E

Ã
2 ] =

[∫ 1

0

f−1
A (α)dα−

∫ 1

0

f−1
A (α)dα)

]
(4.34)

If the functions fA(x) and gA(x) are linear and Ã is a fuzzy triangular number, its expected
interval will be as follow:

EI(Ã) = [
1

2
(L+M),

1

2
(M + U)] (4.35)

Also, the expected value of the fuzzy number Ã equals half of the expected interval range, and
for the fuzzy triangular number Ã is as follow:

EV (A) =
EÃ

1 + EÃ
2

2
(4.36)

EV (A) =
L+ 2M + U

2
(4.37)

Definition 4.1. for both fuzzy numbers Ã and B̃ the membership degree Ã being bigger than B̃ in
the following form:

µM(Ã, B̃) =


0, if Ea

2 − Eb
1 < 0

EA
2 −EB

1

EA
2 −EB

1 −(EA
1 −EB

2 )
, if 0 ∈ [EA

1 − EB
2 , E

A
2 − EB

1 ]

1, if EA
1 − EB

2 > 0

(4.38)

So that, [EA
1 , E

A
2 ] and [EB

1 , E
B
2 ] are the expected intervals of Ã and B̃. When µM(Ã, B̃) = 0.5 it can

be stated that Ã and B̃ are equal. When µM(Ã, B̃) ≥ α it can be stated, that Ã is bigger equal to B̃
minimally with the degree α, which is displayed as Ã ≥α B̃.

Definition 4.2. suppose the vector x ∈ Rn is acceptable with degree α if: minµM(Ãx, B̃) = α
(which can be displayed as Ãx ≥α B̃). Equation (4.34) can be re-written as follow:

[(1− α)EA
2 + αEA

1 ]x ≥ αEB
2 + (1− α)EB

1 (4.39)
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According to the definitions mentioned earlier, the fuzzy model can be converted into its equivalent
definite and accurate model, which has been shown in follow:

minEV (C̃)x s.t : x ∈ {x ∈ Rn | Ãx ≥α B̃, x ≥ 0} (4.40)

The fuzzy planning model is converted into its equivalent definite based on the above definition
and using the mentioned method.
First objective function:

min z1 =
M∑

m=1

f 1
m + 2f 2

m + f 3
m

2
zm +

P∑
p=1

f 1
p + 2f 2

p + f 3
p

2
zp +

N∑
n=1

f 1
n + 2f 2

n + f 3
n

2
zn

+
K∑
k=1

G∑
g=1

(1− wg)[
S∑

s=1

T∑
t=1

[
∑
l

(wsCkc
sg
l Llx

tsg
lk + c0 × Ll(

ρ10 + 2ρ20 + ρ30
2

+
α1 + 2α2 + α3

2
xtsg
lk )ytglk)

+
L∑

l1=1

L∑
l2=1,l2̸=l1

(wsCkc
sg
l1l2Ll1l2xw

tsg
l1l2k + c0 × Ll1l2(

ρ10 + 2ρ20 + ρ30
2

+
α1 + 2α2 + α3

2
xwtsg

l1l2k)y
tg
l1l2k)

+
M∑

m=1

[
I∑

i=1

(wsCkc
sg
miLmix

tsg
mik + c0 × Lmi(

ρ10 + 2ρ20 + ρ30
2

+
α1 + 2α2 + α3

2
xtsg
mik)y

tg
mik)

+
N∑

n=1

(wsCkc
sg
mnLmnx

tsg
mnk + c0 × Lmn(

ρ10 + 2ρ20 + ρ30
2

+
α1 + 2α2 + α3

2
xtsg
mnk)y

tg
mnk)

+
P∑

p=1

(wsCkc
sg
mpLmpx

tsg
mpk + c0 × Lmp(

ρ10 + 2ρ20 + ρ30
2

+
α1 + 2α2 + α3

2
xtsg
mpk)y

tg
mpk)]]]

+
∑
t∈T

S∑
s=1

G∑
g=1

(1− wg)[
K∑
k=1

[
M∑

m=1

costsgx
tsg
mk +

P∑
p=1

(costpsgx
tsg
mpk − valuesgx

tsg
mpk)

+
N∑

n=1

costnsgx
tsg
mnk]] (4.41)

Second objective function:

min z2 =
T∑
t=1

L∑
l=1

S∑
s=1

qtls
dt,1ls +2dt,2ls +dt,3ls

2

(4.42)

Constraint (4.5) is converted to:

∑
k

(
∑
g

xtsg
lk +

∑
l1

xwtsg
l1lk) + qtls = (1− α)

dt,1ls + dt,2ls
2

+ α
dt,2ls + dt,3ls

2
∀l, t, s (4.43)

5. Computational results

In the present study, the gray relational analysis method with the fuzzy number and fuzzy VIKOR
method was used to weigh the effective technology criteria (main dimensions and sub-components)
and technologies, respectively. The ranking results have been presented in this section.
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Figure 6: The weight of major factor on technology selection

5.1. Weighting of Criteria

In this section, a questionnaire in the form of a table was provided to 10 statistical sample
individuals, the data were gathered, and their mean was calculated. Then, the calculated mean
values were converted into integer numbers in the ranges of 1 to 7. Then, the integer numbers were
converted into distant fuzzy numbers, and finally, the data analysis method was performed step-
by-step. As shown in Figure 6, it can be seen among the effective factors of technology selection,
the legal factor is in the first place, the economic and social factors are in the second place, the
information and technological factors are in the third place, and the environmental factor is in the
fourth place.

5.2. Weighing of waste collection technologies

The purpose of this section was to prioritize existing options through the fuzzy VIKOR method
as a multi-criteria group decision-making technique in fuzzy space. Decision-makers evaluated the
options for waste collection technologies relative to the effective factors of technology selection. The
criteria have positive and negative aspects. For example, the legal dimension has a negative aspect,
i.e., a lower legal restriction is better. In contrast, higher positive information is better. After
determining the positive and negative criteria, the normalized cumulative fuzzy decision matrix was
formed. After calculating the normal fuzzy decision matrix, the size of the utility measure (S̃i) and
regret measure (R̃i) of i

th option was calculated.
In the next step, the value of VIKOR index (Q̃i) was calculated.

5.3. Sample problems

Several experimental sample problems were designed in small, medium, and large scales in the
present study. Since no sample problem in the literature could be following the proposed model of the
present study and cover all parts of the model, some of the previous studies were selected to design
some experimental problems, and their sample problems were used as far as could be following the
proposed model, and some of the parameters that previous studies have not covered were selected
randomly. Also, the previous studies were investigated, and experimental problems were designed
according to their size range in these studies to determine some other experimental problems.
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Figure 7: NSGA-II noise signal

5.4. Algorithm parameters tuning

Taguchi experimental design and analysis in the MINITAB software were used to adjust some of
the two proposed algorithms’ parameters. The parameters included whale population size, the num-
ber of repeated neighborhood search variables, the number of repetitions in the whale optimization
algorithm, population size, mutation rate, intersection rate, and the number of repetitions in the
NSGA-II algorithm. Moreover, to adjust the genetic algorithm’s parameters, the values of the two
parameters of mutation rate and intersection rate at 3 levels and the population size at three levels
have been investigated.
To perform the analysis, a criterion called RPD has been designed, which is the calculation by Eq.
(5.1).

RPD = (
∑ algsol −Bestsol

Bestsol
)× 100 (5.1)

Algsol: the value of each obtained objective function for each problem by the desired combination
of parameters.
Each problem was performed for each of the above combinations, and the RPD criterion was calcu-
lated for each problem, and finally, the corresponding graph was drawn. To adjust the parameter,
Taguchi L9 experimental method was used.
Figure 7 and Figure 8 indicate conducted an analysis using the Taguchi method to adjust the pa-
rameters. As shown in Figure 7, mutation rate, cross-rate, algorithm iteration, and population size
are more effective at the levels of 1, 3, 2, and 1, respectively. Therefore, values of 150, 300, 0.007,
and 0.96 were considered for the parameters of population size, algorithm iteration, mutation rate,
and cross rate, respectively.

To quantify the fuzzy parameters, m2 is determined according to Alikhani et al. [1] (if any), and
two values of m1 and m3were determined using the MATLAB program. For this reason, only the
value of m2 has been presented in the section of parameter adjustment. The following values have
been considered in the production of sample problems:

� The amount of customer demand l of the product s in each period, the triangular fuzzy number
(m1, 100, m3) was considered the triangular fuzzy number (m1, 30, m3).
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Figure 8: Mean effect of NSGA-II

� The cost of establishing landfill centers was considered equal to fuzzy numbers (m1,5000, m3),
the cost of establishing collection/restoration centers equal to fuzzy numbers (m1,10000, m3),
and the cost of establishing recycling centers were considered as triangular fuzzy numbers
(m1,15000, m3).

� All distances between facilities were randomly generated in a uniform range of [1...50].

� Product weight was considered equal to 5 and its volume equal to 27.

� The electric charge’s consumption rate was equal to 0.1, and the load-dependent consumption
rate of the electric charge was equal to 0.01.

� The variable cost of using each vehicle depended on the distance and was calculated equal to
10 times of distance.

� The cost of each electric charging unit was considered 100.

� The cut value for fuzzy number rankings was considered 0.8.

5.5. Solving results

In this section, the designed experimental problems have been solved using whale algorithms
and a genetic algorithm, and their results have been analyzed. The designed experimental problems
have been solved using whale algorithms and a genetic algorithm, and their results have been ana-
lyzed. The results of implementing the two algorithms have been presented in Table 3 based on the
comparative indexes.

As shown in Figure 9, solving the time of problems for the whale algorithm was more than the
genetic algorithm in all cases, and it means that the whale algorithm needs more time to solve
these problems than the genetic algorithm. It should be noted that the solving time needed by the
algorithm increasingly changes with the increase in problem size, and the solving time of large-scale
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Table 3: Solution results of sample problems

Figure 9: CPU time comparison
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Figure 10: Pareto frontier for sample problem No. 9 in large scale

problems is significantly higher compared to medium and small-scale problems, which the matter
indicates the NP-hard nature of problems.

Figure 10 represents the Pareto efficiency of problem NO.9 as one of the significant scale problems.
As can be seen, the quality of solutions obtained from the WOA algorithm is better than the GA
algorithm. Also, both algorithms’ Pareto efficiency shows the value of the first objective function
increases with a decrease in the second objective function and vice versa. This matter indicates a
contradiction between the objective functions of the proposed mathematical model. Also, comprising
the Pareto efficiency of two algorithms shows the whale optimization algorithm’s good performance
and its convergence toward optimal and near-optimal solutions.

6. Conclusion and Recommendations

Considering the importance of supply chain and reverse logistics, a multi-objective mathematical
model of the reverse supply chain was presented in the present study to collect municipal waste
under fuzzy conditions and taking into account the industry 4.0 revolution. The proposed model
was solved using meta-heuristic algorithms. The present study tried to consider all potential centers
in reverse logistics, including collection/restoration centers, recycling centers, and landfills centers,
with the assumptions of the limited capacity of centers being multi-product. The output of the
model was facility locating and the optimal flow rate between facilities. In the present study, a
mixed-integer linear planning model was developed for the understudied problem, which was solved
using two meta-heuristic whale and genetic algorithms. The proposed algorithms were implemented
in MATLAB software environment, and the results of their implementation in sample experimental
problems were comprised of each other in terms of quality, dispersion, uniformity, and solving time.
The sample experimental problems were designed in three scales of small, medium, and large. Pre-
vious studies were investigated o design medium and large-scale problems, and some medium-scale
problems and some large-scale designs were designed according to the considered size range. After
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designing the problems with different sizes, algorithms’ parameters to solve the model were adjusted.
The parameters of the two proposed algorithms of the present study were adjusted in two parts.
One part of parameters were adjusted using statistical analysis using MINITAB statistical software
(population size number of parameters, neighborhood search iterations and algorithm iterations for
whale optimization algorithm and population size of parameters, mutation rate, and cross-rate algo-
rithm iterations in the genetic algorithm). Another part of the parameters was randomly adjusted
according to the subject literature. In general, the results of the present study can be categorized as
follow:

� Developing a new reverse supply chain network for waste collection with the approach of the
industry 4.0 revolution.

� Investigating waste collection technologies and their effective factors.

� Weighting the effective factors waste collection technologies and weighting technologies. The
results of investigative and effective technology selection showed that the legal factor is in the
first place, economic and social factors are in second place, information and technological factors
are in third place, and the environmental factor is in the fourth place. Also, technology rankings
showed that mobile-based technologies are in the first place, GIS-based technologies are in the
second place, IoT-based technologies are in third place, and Web-GIS-based technologies are
in the fourth place.

� The NP-hard nature of the problem and solving it through meta-heuristic algorithms and
investigating the performance of these algorithms.

� They are investigating and comprising the solutions of proposed algorithms with each other
according to the comparative criteria (quality, dispersion and uniformity, and solving time).

� The better and more acceptable performance of the whale algorithm compared to the genetic
algorithm according to the comparative indicators in achieving near-optimal solutions for un-
derstudy sample experimental problems of the present study.

� The better performance of the genetic algorithm compared to whale algorithm in the term of
execution time for understudy sample experimental problems of the present study.

Following recommendations can be suggested for further studies:

� Considering parameters in probabilistic form.

� Considering other purposes to conduct future studies.

� Utilizing probabilistic and fuzzy parameters to express uncertainty.

� Developing searching models of meta-heuristic methods based on the principles of advanced
reaction methods to solve the mathematical model of the problem.

� Utilizing the new fuzzy ideal planning method to optimize the objectives.

� Utilizing real-time problems instead of generating random problems.

� Utilizing other meta-heuristic algorithms to solve problems such as scatter search, ACO, DE,
NN.

� Utilizing from robust optimization method to solve the model.
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