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Abstract

Data mining techniques have been applied to analyze, predict and diagnose diseases. The prediction
of disease becomes meaningless when there is no proper recommendation of a drug to the patient.
A drug recommendation method called Artificial Neural Network (ANN) with side effect constraints
was proposed to recommend drug names for multiple diseases such as Chronic Kidney Disease (CKD),
diabetic and heart disease based on the interaction between drug and disease and their side effects.
In this drug recommendation method, multiple attributes of drugs and patients were collected from
different sources and the hidden relationship between the attributes was predicted by using a Hidden
Markov Model (HMM). In addition to this, statistical features were calculated and added as addi-
tional features. The collected and calculated features were used in ANN with side effect constraint
classifier which predicted drug name for multiple diseases with the consideration of side effects. How-
ever, there is a high dimensionality problem in the recommended method due to more number of
features. Moreover, it leads to more computational and space complexity in the ANN classifier. In
this paper, an efficient Krill Herd (KH) algorithm for optimization is introduced to solve the above-
mentioned problems in the drug recommendation method. According to the herding behavior of the
likeness of the krill individuals, KH selects the optimal features. The multiple attributes of drugs and
patients are collected in a different time slots. The KH algorithm is also used to select the optimal
time slot. Then, the optimal time slot and features are given as input to ANN which predicts drug
names for multiple diseases with high accuracy and low computational complexity.
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1. Introduction

Pharmaceutical science [14, 20] is an interdisciplinary domain of research incorporating different
fields of science and engineering with an objective to discover a potential drugs. Discovery of Drug is
a more complex process which involves in the identification of new drugs and their potential targets.
Drug [7, 8, 21] can be considered as molecules that interact with an appropriate target protein to
perturb biological systems of different molecular interactions such as signal transduction network,
metabolic pathway and protein interaction network. Drugs are used to maintain and restore health
by the prevention and treatment of illness. Generally, drugs are widely classified as brand-name
and generic drug. Generic drugs are replications of brand-name drugs that have exactly the similar
dosage, safety, cause of administration, risks and intended use as the original drug.

According to severity of disease, drugs are recommended to the patients. The potential side
effects of the drugs are predictable from the chemical, biological and other related information. A
method is required to recommend a drug to a patient with the consideration of side effect. A drug
recommendation method called ANN with side effect constraint [12] was proposed to predict the drug
name for multiple diseases such as CKD, diabetic and heart disease. In the drug recommendation
method, different attributes of drugs and patients were collected. The hidden relationship among
the features was calculated using a Hidden Markov Model (HMM). Then, the statistical measures
were calculated and added as additional features. A side effect constraint was included with ANN
classifier to predict the drug name with high accuracy. However, the computational complexity of
the ANN classifier is high due to using more number of features in it.

So in this work, optimization algorithm Krill Herd (KH) [4] is introduced to select the most
discriminative features from the collected attributes of drugs and patients such as drug name, com-
bination (ingredients), size, shape, tablet coat, density, surface area, disintegration time, propensity
for swelling, side effect, mode of drug (i.e., tablet, injection, capsules), cost of the medicines, drug
class, dose, brand name, drug reaction, age of the patient, gender of the patient, weight of the pa-
tient and height of the patient. The attributes of drugs and patients are collected at different time
slot which is also optimized by using the same KH algorithm. The KH algorithm consisted of a
number of krill, their time-dependent position and it is formulated by the main three factors called
movement induced by the presence of other individuals, foraging activity and random diffusion. The
optimal time slot and the selected optimal features are processed in ANN with side effect constraint
which predicts the drug name for multiple diseases. Thus, the proposed KH- ANN with side effect
constraint reduces the computational and space complexity of ANN classifier.

2. Literature Survey

A prediction scheme [9] was proposed that combined Fuzzy preference based Rough Set (FPRS)
method and semi-supervised SVM. The FPRS was utilized in gene markers from microarray gene
expression to find out the cost relevant. FPRS reflected the degree of preference quantitatively making
it more powerful in extracting information from fuzzy data than dominance or equivalence relation.
This type of process was used to select optimal gene. Consequently, the selected gene markers were
given as input to the Transductive Support Vector Machine (TSVM) which predicted cancer. TSVM
was seeking the separation in long way in the presence of both labeled and unlabeled data through
regularization process. Even though TSVM provided better performance by incorporating unlabeled
data into the training set, the number of iterations is ambitious to define in TSVM.

A Sequential pattern mining [18] technique was proposed to predict the next prescribed medica-
tions. Initially, the data was collected from Blue Cross Blue Shield of Texas and it was categorized
as training and testing set. A cSPADE was applied on the training data for identifying temporal
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patterns of mediation prescribed for patients. The knowledge base of mined patterns was utilized for
creating rules in which it predicts the next diabetes medication prescribed for a test set of patients.
However, this technique is time consuming and expensive process.

A Scored Mean Kernel Fusion (SMKF) [10] was proposed which was the computational method
used for prediction of drug-disease associations using fusion of information and aggregation. The
dataset consisted of multiple features collected from diverse data sources which provides better
accurate and reliable results. In the proposed computational method, feature fusion method was
used to make high-level features. The SMKF method was utilized score mean which systematically
combined multiple features which relates to diseases or drugs at two levels to predict the indication
of drugs. The drug disease can be improved by using various other features of drugs such as the
pathway feature.

A velocity bounded Boolean Particle Swarm Optimization (VbBoPSO) and Improved VbBoPSO
(IVbBoPSO) [5] was proposed for improved feature selection in liver and kidney disease diagnosis.
VbBoPSO was identical to BoPSO except that it is checked for velocity bound and keeps the length
of each velocity component within the range of maximum velocity and minimum velocity. This
kind of algorithm may lead to dullness during subsequent iterations. This problem was solved by
IVbBoPSO where the new particles were introduced if the particle’s global best position or particle’s
best solution was not updated for a certain number of repetitive iterations. The inspection was
increased and there was an opportunity of getting an optimal solution by searching in the new search
space. However, a parameter used for good convergence introduced had less complications of tuning
of a parameter.

A new method of feature selection [15] was proposed based on Multi-Objective Particle Swarm
Optimization (MOPSO) and Non-dominated Sorting Genetic Algorithm-II (NSGGA-II) along with
Artificial Neural Network (ANN) for dose prediction. In NSGGA-II, all members of genetic popula-
tion has been compared with each other and had been placed within the categories. First category
members that do not dominate by other members of the population. The second members of the
category were beaten by members of the first category and this process was iterated in the same
way in the other categories to rank all members in the category. The MOPSO algorithm selected
the optimal features based on grid index. The concurrence speed of this algorithm was great. The
selected features were used in ANN for dose prediction. However, the MOPSO has fewer errors. A
link prediction approach [6] was proposed for the drug recommendation in a disease-drug bipartite
graph. A threshold value was used in this approach to assure that the crucial links were not lost and
unwanted links were not taken into considerations. However, this threshold value greatly influences
the performance of link prediction approach.

For prediction of drug-disease interactions, a semi-supervised graph cut algorithm and three-layer
data integration [? ] method was proposed. However, similarity integration strategy was used in the
method that has an unsteady point that neglects the information from the layer with much smaller
sores. Bipartite Local Model (BLM) with a hubness-aware regression technique [2] was proposed for
drug-target interactions. The features in the collected data were extracted and based on these features
a projection based ensemble of BLMs was constructed which predicts the drug-target interactions.
However, it has low precision. Bayesian Ranking Prediction of Drug-target Interactions (BRDTI)
[12] was proposed for drug-target prediction. However, this method is for under improvement as few
of the new interactions was neglected by some estimation method.

A new hybrid approach [1] was proposed to select the most discriminative features in the dataset.
Here, a framework was presented with two components. Self-Adaptive Cohort Intelligence (SACI)
algorithm was proposed and which was the first component of the framework. It was the modified
version of Cohort Intelligence (CI) meta-heuristic algorithm. Self adaptive scheme was utilized in
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SACI algorithm for computation of sampling rate and the tournament-based mutation was used for
computation of mutation rate. Then SACI was integrated with Support Vector Machine (SVM) and
named as SACI- SVM was used for feature selection. However, search strategies based on SACI-
SVM leads to high computation time for high- dimensional datasets.

Machine learning based drug indication prediction [3] method was proposed using Linked open
data. A binary feature matrix was created using drug target, substructure and side effects and disease
ontology terms. Various classifiers such as Linear Regression (LR), K-Nearest Neighbor (KNN),
Random Forest (RF) and Gradient Boosting Classifier (GBC) were classifiers were processed for
drug indication prediction. However, the efficiency of this method is low.

A modified Differential Evolution (DE) algorithm [17] was proposed for selection of feature in a
prediction of heart disease. It selects the critical features that forms the foundation cause for the
objective function of the heart disease prediction problem. The conventional DE randomly selected
the individual vectors which have weight value and then it finds the difference between the first two
vectors which was added to the third vector which determines the mutant vector. In the modified
DE algorithm, four vectors were sequentially selected and then computes the weighted difference
between the first two vectors and the next two vectors in a parallel manner. The obtained two
weighted difference vectors were added to generate the mutant vector. However, an error is present
in the prediction of heart disease.

A novel feature selection strategy called Genetic Algorithm (GA) [16] was proposed for dimen-
sionality reduction. The genetic programming was volatile to skewness of data issues and it works
well with both of the balanced and unbalanced data. The proposed strategy combines the most dis-
cerning features selected by distinct feature selection metrics which generates different feature space
projection based on different criteria it was influenced by several factors such as data skewness.
Instead of combined metrics in an exhaustive way, the proposed strategy combines the generated
projections on sparse and highly dimensional skewed data. However, the efficiency of this strategy
is low.

A variant of firefly algorithm [20] was proposed to select the most important features which
were used in classification and regression models. The problem in original firefly algorithm was
getting into local optima and premature convergence problem. This was solved by the proposed
variant of firefly algorithm which employs Simulated Annealing (SA). It enhances global and local
promising solutions chaotic-accelerated attractiveness parameters and diversion mechanisms of weak
solution. An application programming interface [11] was provided for recommending drugs to the
users suffering from a particular disease. The inescapable scaling of clinical information builds the
potential for information mining systems which enhances the quality and reduces the cost of social
insurance.

3. Proposed Methodology

In this fragment, the proposed methodology for selection of feature and time slot optimization
in a prediction of drug name for multiple diseases is described in detail. From the various sources,
different data about patients and drugs such as drug name, combination (ingredients), size, shape,
tablet coat, density, surface area, disintegration time, propensity for swelling, side effect, mode of
drug (i.e., tablet, injection, capsules), cost of the medicines, drug class, dose, brand name, drug
reaction, age of the patient, gender of the patient, weight of the patient and height of the patient are
collected. These data are collected at different time slots. For example, the data can be collected
for every 3 days or 5 days or 7 days of time interval. A Krill Herd (KH) algorithm is introduced
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which simultaneously selects both the optimal features and time slot which are used in ANN with
side effect constraint classifier to predict the drug name for multiple diseases.

3.1. Krill Herd Based Feature Selection and Time Slot Optimization

The new swarm intelligent optimization algorithms is Krill Herd (KH) optimization algorithm.
This algorithm imitates the performance of krill where each individual in the krill herd will make its
own contribution in the moving process depending upon the fitness. Moreover, it mainly depends
on whether adjacent krill individual possesses this repulsive or attractive effect on each individual
which act as a local search for each. The food center is identified from the overall fitness of the
krill individual and that is considered as the best global estimation. Based on the krill individual
movement induction, foraging activity and random diffusion, the time- dependent location of an
individual krill is calculated.

A d-dimensional search space Lagrangian model has been adopted by the KH algorithm.

dXi

dt
= Mi + Fi +Ri (3.1)

where Mi refers to the krill individual movement induction, Fi denotes the foraging activity and
Ri denotes the random diffusion.

The KH algorithm is started with initializing different parameters such as maximum number of
iteration maxItr, maximum induced speed maxm, maximum diffusion speed maxR, maximum foraging
speed maxF , number of krill NUM , position of krill X and time slot T and number of features
NUMF . The initialized number of features and time slot is equal to the number of krill. After the
initialization process, KH algorithm generates the location of features and time slot randomly. For
each position of current features and time slot, the fitness (ANN classification accuracy) of each krill
is calculated.

3.1.1. Krill Individual Movement Induction

The communicative effects within the krill individuals lead to the movement for as much as they
always experiment to preserve a high density. The progress due to the other krill individuals is
calculated by using the following equation:

Mnew
i = max

M
δi +WnumM

old
i (3.2)

where Wnum represents the inertia weight with the motion induced and has a value in the range
from 0 to 1 and M old

i denotes the last motion induced.

δi = δlocali + δtargeti (3.3)

where δlocali is the neighbor’s local effect which is calculated as,

δlocali =
Numn∑
j=1

K̂i,jX̂i,j (3.4)

where,

X̂i,j =
Xj −Xi

||Xj −Xi||+ t
(3.5)

K̂i,j =
Ki −Kj

Kworst −Kbest

(3.6)
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where Kbest and Kworst are the best and worst krill individual values respectively, Ki is the fitness
(ANN accuracy) of i-th individual krill, Kj is the fitness of j-th neighbor, t is a small positive number
and Numn denotes the number of neighbors.

The effect of target direction δtargeti is handed over by the best krill individual and it is calculated
as follows:

δtargeti = AbestK̂i,bestX̂i,best (3.7)

where Abest denotes the effective coefficient of krill individual with best fitness to i-th individual
krill which is determined as follows:

Abest = 2

(
r +

Itr

Itrmax

)
(3.8)

where, r is the random value between 0 to 1 and Itr denotes the actual iteration number. The
sensing distance is calculated as follows:

dists,i =
1

5N

N∑
j=1

Xi −Xj (3.9)

where N denotes the no of krill individuals and Xi(Xj) denotes the correspondent position of the
i(j)-th krill. If the distance between Xi and Xj is lesser than the specified sensing distance then Xj

is a neighbor of Xi.

3.1.2. The Movement Due to Foraging Activity

The foraging motion is defined based on the location of the food as well as the previous experience
about the location of the food. The foraging motion is given as follows:

Fi = max
F

εi + wFF
old
i (3.10)

where wF denotes the inertia weight of foraging motion.

εi = εfoodi + εbesti (3.11)

where εbesti denotes i-th krill’s best fitness so far and εfoodi denotes the food attractive which is
given by,

εfoodi = AfoodK̂i,foodX̂i,food (3.12)

where Afood is the food coefficient which is calculated as:

Afood = 2

(
1− Itr

Itrmax

)
(3.13)

εbesti = K̂i,ibestX̂i,ibest (3.14)

where K̂i,ibest and X̂i,ibest denotes the i-th value of previously visited best fitness and position of
krill individual’s respectively.

Finally in the process of migration due to the foraging activity, the food center is calculated for
each iteration as follows:

Xfood =

∑N
i=1

1
Ki
Xi∑N

i=1
1
Ki

(3.15)
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3.1.3. The Physical Diffusion

The Physical diffusion motion is determined in the terms of diffusion speed at the maximum and
a random directional vector which is given as follows:

Ri = max
R

(
1− Itr

Itrmax

)
β (3.16)

where β denotes the random directional vector.

3.1.4. Updating Position

The positions of krill individuals are updated for each time slot and a different number of features.
Moreover, the performance of KH algorithm is improved by integrating the mechanisms of genetic
reproduction called the crossover and mutation with KH algorithm.

Crossover
xi,s is the s-th component of Xi which is calculated by using the following equation:

xi,s =

{
xt,m, ri,m < C0

xi,m, else
(3.17)

where, C0 is the crossover probability which is equal to 0.2 K̂i,ibest.
Mutation

xi,m =

{
Xgbest,m+ > ρ(xp,m − xq,m), ri,m < M
xi,m, else

(3.18)

where, M denotes the mutation probability which is equal to 0.05

K̂i,ibest
.A krill individual’s position

vector during the interval [tm, tm+∆tm] is calculated as follows and which is based on the different
parameters of the movement:

Xi(tm+∆tm) = Xi(tm) + ∆tm
dXi

dt
(3.19)

This process is continued until the no of iterations reaches the maximum. Finally, the optimal
features and time slot are selected and it is associated with the total best krill (time slot and fea-
tures). The optimized time slot and features are used in ANN with side effect constraint algorithm
which predicts the drug name for CKD, diabetic and heart disease. By using optimal features and
time slot, the computational and space complexity of the classifier is reduced as well as the accuracy
of the drug recommendation method is increased.

Algorithm
Step 1: Collect drug and patient features
Step 2: Find the hidden relation among features and calculate statistical measures.
Step 3: Initialize maxItr, maxM , maxR, maxF , Num, X and NumF

//Position Calculation
Step 4: Generate the position of features and time slot randomly.
//Fitness Calculation
Step 5: Calculate the fitness (ANN with side effect constraint accuracy) of the current time slot

and features position.
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Table 1: Brand-Name Drugs for CKD

Medicine Name Class Name Dosage Side Effects Ingredients
Edarbi ARBs 80 mg nausea, diarrhea,

fatigue, cough,
dizziness on
standing

sodium hydroxide, microcrys-
talline cellulose, mannitol,
fumaric acid, croscarmellose
sodium, hydroxypropyl cellu-
lose, and magnesium stearate

Cozaar ARBs 50 mg dry cough, mus-
cle cramps, tired
feeling

microcrystalline cellulose,
lactose hydrous, pregelatinized
starch, magnesium stearate,
hydroxypropyl cellulose,
hypromellose, and titanium
dioxide

Teveten ARBs 600 mg headache, dizzi-
ness, tired feeling

crospovidone, hypromellose,
lactose monohydrate, magne-
sium stearate, microcrystalline
cellulose, polyethylene glycol,
polysorbate 80, pregelatinized
starch, and titanium dioxide

//Motion Calculation
Step 6: Calculate the motion which is induced by other individual using equations from (3.2) to

(3.9).
Step 7: Compute foraging motion using equations from (3.10) to (3.15).
Step 8: Evaluate physical diffusion motion using equation (3.16).
Step 9: Update positions for each time slot and features using equations from (3.17) to (3.19).
Step 10: while (Itr == maxItr)
Step 11: Select the time slot and features associated with the overall best Krill.

4. Results and Discussions

In this section, the effectiveness of the proposed drug prediction method is evaluated in the terms
of accuracy, precision, and the recall. The effectiveness of existing and proposed drug prediction
method is tested using Java 8. For the experimental purpose, different information of patients and
drugs are collected from different online resources, hospitals etc. The sample data are shown in Table
1,2,3,4,5,6.

4.1. Accuracy

Accuracy tends to the measure of correctly selects the optimal time slot and features to recom-
mend a drug name in all instances. It can be calculated by,

Accuracy =
(True Positive + True Negative)

(True Positive + True Negative + False Positive + False Negative)

Table 7 tabulates the accuracy values of proposed KH-ANN with side effect constraint and existing
ANN with side effect constraint.
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Table 2: Generic Name Drugs for CKD

Medicine Name Class Name Dosage Side Effects Ingredients
Enalapril ACE-I 5-40 mg sleep problems (in-

somnia), dry mouth,
nausea, vomiting, di-
arrhea

lactose, magnesium
stearate, sodium bi-
carbonate, and starch.
The 10 mg and 20 mg
tablets also contain
iron oxides

Irbesartan ARBs 150-300 mg drowsiness, confu-
sion, mood changes,
increased thirst, loss
of appetite, nau-
sea and vomiting,
swelling, weight gain,
feeling short of breath

lactose, microcrys-
talline cellulose,
pregelatinized starch,
croscarmellose sodium,
poloxamer 188, silicon
dioxide, and magne-
sium stearat

Lisinopril ACE-I 10-40 mg Cough, dizziness,
drowsiness, headache,
depressed mood

calcium phosphate,
mannitol, magnesium
stearate, and starch.
The 10 mg and 20 mg
tablets also contain
iron oxide

Table 3: Generic Drugs for Diabetic Disease

Medicine Name Class Name Dosage Side Effects Ingredients
Tolbutamide Sulfonylureas 500 mg Hypoglycemia,

weight gain
Colloidal silicon
dioxide, magne-
sium stearate, mi-
crocrystalline cellulose,
sodium lauryl sulfate
and sodium starch
glycolate.

Gilmepiride Sulfonylureas 1 mg, 2 mg, 4 mg Hypoglycemia,
weight gain

Lactose (hydrous),
sodium starch gly-
colate, povidone,
microcrystalline cellu-
lose, and magnesium
stearate.

Glipizide Sulfonylureas 5 mg, 10 mg Hypoglycemia,
weight gain

Lactose, microcrys-
talline cellulose, starch
and stearic acid. Min-
odiab 5 mg tablets are
white, biconvex tablets
scored on both sides.
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Table 4: Brand-Name Drugs for Diabetic Disease

Medicine Name Class Name Dosage Side Effects Ingredients
glyset alpha-

glucosidase
inhibitors

25 mg Abdominal pain, diarrhea,
and flatulence

Starch, mi-
crocrystalline
cellulose, mag-
nesium stearate,
Hypromellose,
polyethylene
glycol, titanium
dioxide, and
polysorbate 80.

Gliclazide Sulphonylureas 80 mg Hypoglycemia (low blood
sugar): Gliclazide, like
other sulfonylurea drugs,
can cause symptoms of
hypoglycemia (low blood
sugar) including dizziness,
lack of energy, drowsiness,
headache, and sweating
have been observed. Weak-
ness, nervousness, shaki-
ness, and numbness or tin-
gling

Each tablet con-
tains 80mg of
gliclazide. The
other ingredi-
ents are maize
starch, stearic
acid, magne-
sium stearate,
microcrys-
talline cellulose
(E460).

Glimepiride Sulphonylureas 1 mg, 2 mg
and 4 mg

� severe skin rash, itch-
ing, redness, or irrita-
tion

� pale skin, easy bruis-
ing or bleeding, fever,
unusual weakness

� numbness or tingly
feeling

� trouble breathing

� feeling like you might
pass out

� dark urine, clay-
colored stools

lactose (hy-
drous), sodium
starch glyco-
late, povidone,
microcrystalline
cellulose, and
magnesium
stearate
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Table 5: Brand-Name Drugs for Heart Disease

Medicine Name Class Name Dosage Side Effects Ingredients
Ikorel Potassium

Channel Open-
ers

10 mg to 20 mg
twice a day

Headache, dizziness
and light-headedness,
especially when get-
ting up from a sitting
or lying down position,
tiredness, drowsiness,
cough

maize starch,
croscarmellose
sodium, stearic
acid, mannitol

Efient Antiplatelet
Drugs

60-mg an increased tendency
for bleeding, headache,
dizziness, back pain

mannitol,
Hypromellose,
low-substituted
hydroxypropyl
cellulose, mi-
crocrystalline
cellulose, su-
crose stearate,
and glyceryl
behenate

Innovace ACE Inhibitors 2.5 mg swelling of your hands,
feet or ankles, cough

lactose monohy-
drate, sodium
hydrogen car-
bonate, maize
starch, pregela-
tinized starch,
magnesium
stearate

Figure 1: Comparison of Accuracy (%)
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Table 6: Generic Drugs for Heart Disease

Medicine
Name

Class Name Dosage Side Effects Ingredients

doxazosin (dox
AY zo sin)

alpha blockers 8mg fast and pounding heart-
beat, irregular heartbeat,
Dizziness

microcrystalline
cellulose, lactose,
sodium starch gly-
colate, magnesium
stearate and sodium
lauryl sulfate

digoxin Cardiac glyco-
sides

10 to 15
mcg/kg

slow heartbeat, dizziness,
fainting

Each 2-mL am-
pule of LANOXIN
Injection contains
500 mcg (0.5 mg)
digoxin (250 mcg
[0.25 mg] per mL)

Furosemide Diuretics 20 to 80mg weight loss, body aches,
fever, wheezing, nausea
and vomiting

lactose monohydrate
NF, magnesium
stearate NF, starch
NF, talc USP, and
colloidal silicon
dioxide NF

Table 7: Comparison of Accuracy (%)

Diseases ANN with side effect constraint KH-ANN with side effect constraint
CKD 83 87

Diabetic 86 92
Heart disease 88 93
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Table 8: Comparison of Precision

Diseases ANN with side effect constraint KH-ANN with side effect constraint
CKD 0.811 0.854

Diabetic 0.846 0.887
Heart disease 0.839 0.875

Figure 2: Comparison of Precision

Figure 1, comparison of KH-ANN with side effect constraint and ANN with side effect constraint
in terms of accuracy. It is clearly known from the graph is that the proposed KH- ANN with side
effect constraint has high accuracy than the ANN with side effect constraint for three different types
of diseases are CKD, diabetic and heart disease. Clearly, it proves that the optimized time slot and
features increases the accuracy of drug name prediction method.

4.2. Precision

The Precision value is calculated bestow to the relevant information at true positive prediction
value and false positive prediction value.

Precision =
True Positive

(True Positive + False Positive)

Table 8 tabulates the precision values of proposed KH-ANN with side effect constraint and existing
ANN with side effect constraint.

Figure 2, comparison of KH-ANN with side effect constraint and ANN with side effect constraint
in terms of precision. It is clearly known from the graph is that the proposed KH- ANN with side
effect constraint has high precision than the ANN with side effect constraint for three different types
of diseases are CKD, diabetic and heart disease. Clearly, it proves that the optimized time slot and
features increases the precision of drug name prediction method.

4.3. Recall

The value of recall is calculated bestow to recommend the drug name at true positive value and
false negative value predictions.

Recall =
True Positive

(True Positive + False Negative)
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Table 9: Comparison of Recall

Diseases ANN with side effect constraint KH-ANN with side effect constraint
CKD 0.80 0.84

Diabetic 0.84 0.89
Heart disease 0.82 0.87

Figure 3: Comparison of Recall

Table 9 shows the recall values of proposed ANN with side effect constraint and existing ANN
without side effect constraints.

Figure 3, comparison of KH-ANN with side effect constraint and ANN with side effect constraint
in terms of recall. It is clearly known from the graph is that the proposed KH- ANN with side
effect constraint has high recall than the ANN with side effect constraint for three different types
of diseases are CKD, diabetic and heart disease. Clearly, it proves that the optimized time slot and
features increases the recall of drug name prediction method.

5. Conclusion

In this paper, a drug recommendation method is improved by introducing a Krill Herd (KH)
optimization algorithm. Initially, data related to drug and patients are collected from different
sources. The hidden relationship among features and statistical measures are calculated and added
as additional features. The KH algorithm selects the optimal time slot and features which is based
on the simulation of behavior of herding of the krill individuals. It searches for which time slot
and for which features, the classification accuracy of Artificial Neural Network (ANN) is high. The
selected time slot and features by KH algorithm are used in ANN to predict the drug name for
CKD, diabetic and heart disease. The experimental result shows that the proposed KH- ANN with
side effect constraint has high accuracy, precision and recall for prediction of drug name for CKD,
diabetic and heart disease.
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