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Abstract

The support vector regression (SVR) technique is considered the most promising and widespread
way in the prediction process, and raising the predictive power of this technique and increasing its
generalization ability well depends on tunning its hyperparameters. Nature-inspired algorithms are
an important and effective tool in optimizing or tuning hyperparameters for SVR models. In this
research, one of the algorithms inspired by nature, the black hole algorithm (BHA), by adapting
this algorithm to optimize the hyperparameters of SVR, the experimental results, obtained from
working on two data sets, showed, the proposed algorithm works better by finding a combination
of hyperparameters as compared to the grid search (GS) algorithm, in terms of prediction and
running time. In addition, the experimental results show the improvement of the prediction and
computational time of the proposed algorithm. This demonstrates BHA’s ability to find the best
combination of hyperparameters.
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1. Introduction

The support vector machine (SVM) is considered one of the most important techniques that have
received great interest among many researchers in recent years, due to its many advantages and its
outstanding performance in classification and regression [12, 25, 28]. Where this technique was first
used to solve the classification problem through the use of Vapnik’s ε - insensitive loss function, and
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then this technique was developed to remedy the regression problem where it was named support
vector regression (SVR) [3, 21, 22, 25].

The performance of any SVR model depends on the optimal selection of hyperparameters, as
the process of optimizing the hyperparameters has received the attention of many scientists and
researchers to reach the robustness in SVR models by raising the predictive power of these models
[7, 15, 16, 17, 24].

In a study presented by [7] on the workable chosen of hyperparameters for SVM regression through
a proposed methodology indirect selection of parameters from training data instead of the re-sampling
methods used in SVM applications, in addition to his focus on the significance of Vapnik’s ε -
insensitive loss function to regression problems with unlimited samples and superior generalization
performance of the SVR, for limited sample settings. For quantitative spectral analysis, [24] presented
a new method for improving the hyperparameters of SVR, depending on the genetic algorithm and
the simplex algorithm, the study concluded that SVR is less sensitive to spectral changes compared
to the widely applied partial least squares (PLS) method.

A study was presented to predict tourism demand through the creation of an effective SVR model
and its comparison with back-propagation neural networks (BPNN) and the autoregressive integrated
moving average (ARIMA) model, and the improvement of the hyperparameters of the SVR has been
proposed using the genetic algorithm (GA), and the results proved the superiority of the proposed
GA-SVR model over BPNN and ARIMA models [5].

Illustrated [15] the great interest in SVR support vector regression in chemical measurements and
the importance of the correct selection of three hyperparameters in SVR modeling, they presented a
proposal for the rapid improvement of the hyperparameters based on the grid search (GS) method,
cross-validation (CV) and theoretical techniques, taking into consideration the predictive power of
SVR models, it demonstrated the high predictive power of SVR models and the small computational
time of the proposed method. Also [8] developed a new hybrid smart artificial firefly colony algorithm
(SAFCA) specifically designed to solve engineering prediction problems, and SAFCA was used to
improve or adjust the hyperparameters in the SVR model, as the proposed model achieved better
error rates than other predictive methods.

[18] presented improved the hyperparameters of the support vector regression using one of the
nature-inspired algorithms, the artificial bee colony algorithm, where they proved the superiority
of the proposed method over the ordinary support vector regression. Also [17] showed the great
influence of SVR hyperparameters on the prediction of SVR performance as it proved that using the
sine and cosine algorithm (SCA) can find optimal values for the hyperparameters SVR, and thus
improve generalization performance on unknown data.

A study presented by [16] on important uses of support vector regression (SVR) in chemical sensor
applications, illustrated the importance of the correct selection of hyperparameters in SVR perfor-
mance and proposed the use of the generalized pattern search algorithm (GPS) as a faster alternative
to identifying hyperparameters compared to more complex alternatives. [1] Use the manual search
(MS) method and the genetic algorithm (GA) search method to improve the hyperparameters of the
developed SVR regression model, and it proved the accuracy of the estimation and the generalization
of the developed models in measuring the level of environmental pollution.

The use of meta-heuristics algorithms inspired by nature has expanded greatly in recent years,
including population-based algorithms, in solving optimization problems including hyperparameter
tuning [8, 17]. [2] presented a particle swarm optimization method to determine the tuning param-
eter in PSVM with L1-standard penalty, which will help to find the most important descriptors in
the formation of the Quantitative Structure-Activity Classification (QSAR) with high performance,
where concluded that the proposed method showed favorable performance at a low sample size and
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a high number of descriptors compared to other methods. Also [20] presented a hybridization be-
tween the Firefly algorithm (FFA) and the Modified Adomian Decomposition Method (MADM) to
estimate several parameters of the nonlinear Hirota-Satsuma coupled KdV system to choose the best
parameters.
The black hole algorithm (BHA), a new population-based optimization algorithm proposed by [14],
and its basic idea are inspired by the phenomenon of a black hole, which is a region of space that
can absorb anything close to its line of gravity, including light. A BHA starts with an initial set of
stars for the optimization problem and an objective function that is computed for it [4, 14, 19].
This algorithm is characterized by its speed and high accuracy in optimizing the hyperparameters,
as the results showed the superiority of this algorithm over the grid search algorithm by evaluation
criteria: The Root Mean Squared Error and time test in the optimization process.

The main direction of this work is to offer a new BHA-SVR model to optimize SVR hyperparam-
eters using a black hole algorithm, which improves regression performance.
The remainder of the paper was divided as follows: Section (2) includes the work related to the
regression of the supporting vector SVR and the effect of its hyperparameters on its performance.
Section 3 describes the black hole algorithm. Section 4 introduces the proposed BHA-SVR method.
Section (5), includes the application side and results in addition to the data set in section (6). The
final section explains the conclusions.

2. Support Vector Regression and hyperparameters Selection

2.1. Support Vector Regression

Support Vector Regression (SVR) is a machine learning technique presented by [25], the main idea
is to construct a predictive linear model based on minimizing the complexity of the model and at the
same time reducing experimental risks. In regression formulation, the machine learning methodology
it’s by introducing the ϵ-insensitive loss function, and this process is used to estimate an unknown
continuous function based on a certain number of training samples set [18, 17].

Assume that there is a training data set as D = {(xi, yi) , i = 1 : n} where xi ∈ Rd is the input
vector which has d dimension, yi ∈ R is the output vector and the size of a training data is denoted
by N . SVR is being fit linear model by a function f (x,w), where the input x is first mapped of the
training data upon high-dimensional feature space using some fixed (nonlinear) mapping, and then
a linear model is constructed in this feature space [6, 16].

f(x,w) = w.φ(x) + b (2.1)

where φ (x) denotes a mapping of x in high dimensional feature space, b is a bias vector, and w is
a weight vector. Through a loss function, the accuracy of the estimate is measured to calculate the
predictive error, where the support vector regression uses a new loss function called the ε -insensitive
loss function, as defined below [7, 26].

L(y, f(x,w)) =

{
0 if |yi − f(x,w)| ≤ ϵ

|yi − f(x,w)| − ϵ Otherwise
(2.2)

Note that when ε= 0, the ε -insensitive loss function coincides with the least-modulus loss function
and with a special case of Huber’s robust loss function, thus it will be important to compare the
performance of the prediction of SVM with the regression estimates obtained by the least-modulus
loss function [9].
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SVR executes linear regression in the high-dimension using ε -insensitive loss function and also
attempts to decrease model intricacy by minimizing w2. To do that, SVR used the positive slack
variables ξi , ξ

∗
i i = 1, . . . , n to determine the deviation of training data outer ε - insensitive tube, To

express the convex optimization problem and make it as a function of minimization, so [6]

Minimize
1

2
w2 + C

n∑
i=1

(ξi + ξ∗i )

Subject to


yi − f (x,w) ≤ ε+ ξ∗i
f (x,w)− yi ≤ ε+ ξi

ξi , ξ
∗
i ≥ 0 i = 1, . . . , n

(2.3)

where the constant C > 0 known as a regularization hyperparameter which calculates the tradeoff
among the model intricacy (flatness) of f(x,w) and empirical risk. The optimization problem shown
in Eq. (2.3) can be converted to a dual problem by Lagrange multipliers, also can apply Implemen-
tation the Karush–Kuhn–Tucker (KKT) restrictions.
To overcome this problem, the function will be [16]

Minimize − 1

2

n∑
i,j=1

(αi − α∗
i )
(
αj − α∗

j

)
k (xi, x)

− ε
n∑

i=1

(αi − α∗
i ) +

n∑
i=1

yi (αi − α∗
i )

Subject to
n∑

i=1

(αi − α∗
i ) = 0 and 0 ≤ αi, α∗

i ≤ C

(2.4)

By using kernel trick, the optimization problem can be reformulated based on the solution above as
a regression function [27]

f(x) =
n∑

i=1

(αi − α∗
i )k (xi, x) + b (2.5)

Where αi, α∗
i are Lagrange multipliers, and k (xi, x) refers to the kernel function.

2.2. Hyperparameters Selection for SVR

There are many methods for optimal selection of hyperparameters, and the default of these meth-
ods is the grid search, there are many nature-inspired algorithms used for tuning hyperparameters,
the most we can talk about: Particle Swarm [2],[18] and grasshopper algorithm [3]. In this paper,
we will use the BHA for choosing the appropriate hyperparameters of SVR, where this method has
many features, which we will learn more about it in Section (3). First of all, we must know how each
of these hyperparameters is affected.

It is known that the high accuracy of the estimation and the good performance of SVR depends
mainly on the good selection of hyperparameters which consists of both C, ε and the kernel function
parameter σ. As for the selection of the hyperparameter C, this leads to an increase in the number of
support vectors which in turn increases the estimation efficiency for all training data, while selecting
a lower value for C tend to the model flattest.

The hyperparameter ε it’s used to fit the training data and control the width of the ε -insensitive
tube, as the value of this parameter can directly affect the number of support vectors used in the
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regression function. If the value chosen for ε is large, this leads to the determination of a small
number of support vectors, which increases the flatness of the model, while choosing a smaller value
for this parameter increases the number of support vectors that effect the complexity of the model.

As for the value of the hyperparameter σ, if it is small or large, this leads to a large effect of
the support vectors or an increase in the complexity of the model (increased flattening), so there is
a different effect for each hyperparameter on the model complexity of the feature space. Therefore,
we can use new metaheuristic algorithms to find the optimum combination of hyperparameters that
ensure a good model [7, 16].

3. Black Hole Algorithm (BHA)

The BHA is the newest sophisticated optimization algorithm and it’s a method inspired that
depicts the demeanor of BH in space by a mathematical expression and terms [19], where considered
it’s one of the strangest and most fascinating things found in outer space. The BHs are objects of
high density that have a great force of gravity that even light cannot escape from their fist if it gets
close enough, The region called the event horizon which stars are not allowed to escape from it [23].
The BHA is distinctive and popular which considered as one of the nature-inspired algorithms. This
algorithm works to develop the population that has been created in the form of a group of stars to
solve a specific problem and distributed them randomly in the sample space of the search space to
reach the optimal solution by definite techniques [14, 19]. In the BHA a developing of the population
is done by moving all the stars towards the better star in each iteration, namely a BH, and replacing
these stars (suggest a solution) that enter within the range of the BH by newly generated stars
(suggest a solution) in the search space [10].

After the initializing of BH and stars, evaluate the fitness values of the population. The selected
star who is the representative of the better fitness value will be the center and can ingest the others.
After the initialization process, the black hole begins the process of absorbing stars around it and
all-stars begin to move towards it, and the process of star absorption by the BH will be formulated
as:

xi (t+ 1) = xi (t) + rand× (xBH − xi (t)) ; i = 1, 2, 3, . . . , N (3.1)

where xi (t) and xi (t+ 1) are the locations of the ith star at iterations t and t+1, respectively. xBH

is the location of a BH in the search space. rand is a random number in the interval [0,1]. N is
the number of stars. While moving the stars towards a BH, a star may reach a location with the
highest fitness than the BH, or vice versa the BH moves to a location of that star. The BHA will
continue with the new location of a BH and then stars are starting to move to this new location
[4, 13]. Furthermore, there’s a chance of passing the event horizon during the move of stars towards
the BH. Every star (suggest a solution) moving very close or passes the event horizon of the BH
will be ingested by a BH, and is disappeared everlastingly. As in this case, a new star (suggest a
solution) is generated and distributed randomly in the search space and starts a new search [19].
That is achieved to keep the number of stars constant [4]. After all the stars have been moved, then
the next iteration will take place. The radius (R) of the event horizon in the BHA is calculated as:

R =
fBH∑N
i=1 fi

(3.2)

where fBH is the fitness value of the BH, fi is the fitness value of the ith star and N the number of
stars. If the distance between any star and the BH is less than R, then the star is absorbed. In such
a situation, a new star is created and distributed randomly in the search space [11, 14]. Based on
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the previous description the choosing of random locations for the BHA is the first step to Initialize
a population of stars in the search space, this algorithm will be illustrated as follows:

With a random location, Initialize a population of stars in the search space

Loop

1. The first step is to calculate the objective function for each star

2. Select the best star as a BH if it has the best fitness value

3. Change the position of the stars according to Equation (3.1)

4. exchange the position of a BH with any star arrive a position with lower cost from the
BH

5. If a star passed the event horizon of the black hole, change it with a new star in a random
position in a space

6. If the suspension norm is met (high values of fitness satisfactorily), exit the loop

End loop

Through the foregoing, two important points of the black hole algorithm can be identified, namely,
the simplicity of implementation and the fact that it is free from the issues of hyperparameters tuning
[4].

4. BHA in determining SVR hyperparameters (BHA-SVR)

In this section the BHA-SVR model will be described to determine the best hyperparameters that
can be used in the SVR method. The procedure proposed in this paper is the process of initializing
hyperparameters using a BHA and then using these hyperparameters in the SVR technique. As
a random set of stars is determined in the search area and within a specified range, the objective
function is evaluated by determining the fitness value of the set and selecting the best star in this
set, which has the lowest cost and best fitness value, to be the BH and the remnant of the usual
stars, and then the BH absorption process begins, where a new star is born after the death of a
star, until a new star arrives at a lower cost and better fitness value, so that the BH moves to the
location of that star, to start the process again. Anis range of values are specified for each of the
penalty parameter C, the Absolon parameter ε and the parameter of the Kernel function σ, where
the Radial basis function will be used. Then these parameters are entered in a frequency within
a predetermined maximum. The best combination of these hyperparameters is obtained for use in
SVR training to obtain an accurate prediction. This procedure can be described like the steps below:

1. The data is initially divided into the training and test group.

2. Create a set of stars at random locations in the search space and then evaluate the objective
function for each star, so that the BH is chosen based on N stars, which is the size of the
population, the star that has the best fitness value among the randomly generated stars.

3. Determine the maximum iteration. tmax=100
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4. Start with the value of the penalty parameter C within a range of values, a maximum and a
minimum. from distribution as uniform [0,1]

5. Starting with the value of the epsilon parameter ε within a range of values, a maximum, and
a minimum. from distribution as uniform [0,1]

6. Starting with the value of the Kernel function parameter σ within a range of values, maximum
and minimum. from distribution as uniform [0,1]

7. Set the time taken to select the best combination of hyperparameters using the BHA.

8. Start applying the BHA and calculate the fitness value of each star.

9. Satisfying the algorithm after reaching the upper limit of the number of iterations or good
value of fitness.

10. Determine the best combination of hyperparameters, and use this combination to train SVR.

11. Use the model for prediction.

5. Datasets

Two sets of data were used, and both the grid search algorithm and the BHA were applied with
the same settings for the values of the hyperparameters, and after obtaining the best combination
of hyperparameters from each algorithm, they were used in the SVR method for each algorithm
with computing the square root of the mean squares error of the training and test data. The time
taken was calculated for each algorithm. This process was performed 10 times, each time with 100
iterations were used to test the proposed method.

Table 1: Dataset description

Datasets Samples Features

Dataset I 60 635

Dataset II 108 2436

6. Results and discussion

In this section, a model was trained using the SVR method when entering a combination of
hyperparameters that were obtained using a BHA, and then this performance was compared with
the performance of the same method, but using another combination of hyperparameters, which was
obtained using the grid search algorithm. The SVR method and the two algorithms (grid search and
the black hole) were applied to two data sets, and the criterion square root of the mean squares error
was used for the test and training data to compare the two algorithms. The time taken for each
algorithm was also calculated for a comparison between them.

From the test group in Table 2, the proposed BHA produces high predictive power and perfor-
mance compared to the grid search algorithm. For example, in Dataset I, was 0.63609296 which was
better than 0.70210495, and in Dataset II, 32.6318118 was better than 35.175248.

In order to compare the two algorithms accurately, Table 2 shows the average of ten times that
were performed for each dataset.
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Table 2: Ten times (on average) based on training and test datasets

Datasets Algorithm RMSE Train RMSE Test

Datasets I
Grid 0.70210495 ± 0.1466 1.2083129 ± 0.0716

BHA 0.63609296 ± 0.1491 1.1889001 ± 0.0724

Datasets II
Grid 35.175248 ± 14.4076 54.16619 ± 5.4607

BHA 32.6318118 ± 19.1028 54.113825 ± 5.4783

From Table 2, we notice that the average value of the square root of the mean squares error for
the (RMSE Train and Test) of the BHA is less than the grid search algorithm for the two datasets
(Melting and Flu).

Furthermore, the superiority of the black hole algorithm in terms, the computational time for
choosing the best combination of the hyperparameters by comparison to the grid search algorithm,
which is shown in Figure 1.

Figure 1: The time taken in seconds to select the best combination of hyperparameters

It is also possible to notice the big difference in the average time shown in Table 3, which shows
the preference of the computational time for the black hole algorithm compared to the grid search
algorithm.

Table 3: Average time taken for the two algorithms, per minute.

Datasets Algorithm The average time in second

Dataset I
Grid 16286.735

BHA 6448.618

Dataset II
Grid 1615.695

BHA 594.036

Also, a significant test of the time taken to find the best combination of the Hyperparameters of
the two algorithms was performed. The test was significant and the result can be seen in Table 4.

Table 4: Time t-test for two algorithms

Datasets t p-Value

Melting 11.026 0.000

Flu 10.34 0.000
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7. Conclusion

In this paper, a new mechanism was developed to choose the best combination of hyperparam-
eters, by relying on the BHA instead of using the grid search or another nature-inspired algorithm.
As the empirical results and statistical analysis on two datasets showed a superiority of the proposed
algorithm over a remnant of the methods and other algorithms in terms of high prediction perfor-
mance and runtime. It is clear that the proposed algorithm is an effective and promising method for
optimizing hyperparameters and increasing predictive power, and this effective frame can be applied
to many other real apps.
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[24] B. Üstün, M.J. Melssen, M. Oudenhuijzen and L.M. Buydens, Determination of optimal support vector regression
parameters by genetic algorithms and simplex optimization, Anal. Chim. Acta 544(1-2) (2005) 292–305.

[25] V. Vapnik, The Nature of Statistical Learning Theory, Springer, new york, 1995
[26] V. Vapnik, S.E. Golowich and A. Smola, Support vector method for function approximation, regression estimation,

and signal processing, Adv. Neural Inf. Process. Syst. (1997) 281–287.
[27] S. Xu, B. Lu, M. Baldea, T.F. Edgar and M. Nixon, An improved variable selection method for support vector

regression in NIR spectral modeling, J. Process Cont. 67 (2018) 83–93.
[28] Y. P. Zhao and J. G. Sun, Robust truncated support vector regression, Expert Syst. Appl. 37(7) (2010) 5126–5133.


	Introduction
	 Support Vector Regression and hyperparameters Selection
	 Support Vector Regression
	 Hyperparameters Selection for SVR

	 Black Hole Algorithm (BHA)
	BHA in determining SVR hyperparameters (BHA-SVR)
	 Datasets
	Results and discussion
	 Conclusion

