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Abstract

This paper deals with the existence of denumerably many positive radial solutions to the iterative
system of Dirichlet problems

div

(
∇zj√

1− |∇zj|2

)
+ gj (zj+1) = 0 in Ω,

zj = 0 on ∂Ω,

where j ∈ {1, 2, · · ·, n}, z1 = zn+1, Ω is a unit ball in RN involving the mean curvature operator
in Minkowski space by applying Krasnoselskii’s fixed point theorem, Avery-Henderson fixed point
theorem and a new (Ren-Ge-Ren) fixed point theorem in cones.
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1. Introduction

The Dirichlet problems involving the mean curvature operator in Minkowski space

MC(z) = div

(
∇z√

1− |∇z|2

)
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arise from the study of spacelike submanifolds of codimension in the flat Minkowski space with
prescribed mean extrinsic curvature [3, 13]. Due to its important background, the existence of radial
solutions for such problems has been studied by many researchers, see [2, 4, 5, 6, 7, 10, 11, 17] and
the references therein. However, most of the results in the above mentioned references are concerned
with nonsingular problems, there are only a few works on singular problems, see [14] for the weakly
singular cases and [15] for the strongly singular cases. Recently, [16] Pei and Wang established the
existence and uniqueness of positive radial solutions are obtained for a mean curvature equation in
Lorentz–Minkowski space of the form

MC(z) + f
(
|x|, z

)
= 0 in Ω,

z = 0 on ∂Ω,

where Ω is a unit ball in RN, f(r, u) may be singular at r = 0 and 1, and strongly singular at z = 0,
by applying the perturbation technique and Schauder fixed point theorem.

Motivated by the results mentioned above, in this paper, we aim to establish the existence de-
numerably many positive radial solutions of the following iterative system of Dirichlet problems
associated with the Minkowski-curvature equations

div

(
∇zj√

1− |∇zj|2

)
+ gj (zj+1) = 0 in Ω,

zj = 0 on ∂Ω,

 (1.1)

where j ∈ {1, 2, · · ·, n}, z1 = zn+1, Ω is a unit ball in RN by applying the Krasnoselskii’s fixed point
theorem, Avery-Hender fixed point theorem and a new(Ren-Ge-Ren) fixed point theorem in cones.

The study of positive radial solutions to (1.1) reduces to the study of positive solutions to the
following boundary value problems:[

rN−1ϕ
(
z′j
)]′

+ rN−1gj(zj+1) = 0, N ≥ 1,

z′j(0) = zj(1) = 0,

}
(1.2)

where j ∈ {1, 2, · · ·, n}, ϕ(τ) = τ/
√
1− τ2, τ ∈ (−1, 1), and z1 = zn+1, by the change of variable

zj(x) = zj(r) with r = |x|.
Throughout this paper, we make the following assumptions:

(H1) gj : (0,+∞) → [0,+∞) is continuous.

(H2) there exists a sequence {rk}∞k=1 such that 0 < rk+1 < rk <
1
2
, k ∈ N,

lim
k→∞

rk = r∗ <
1

2
.

The rest of the paper is organized in the following fashion. In Section 2, we convert the boundary
value problem (1.2) into equivalent integral equation. In Section 3, we establish a criteria for the
existence of denumerably many positive solutions for the boundary value problem (1.2) by applying
Krasnoselskii’s fixed point theorem, Avery-Henderson fixed point theorem and new(Ren-Ge-Ren)
fixed point theorem in cones.
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2. Preliminaries

In this section we provide some lemmas which are useful in the main results of the paper.

Lemma 2.1 ([14]). Let ϕ(τ) =
τ√

1− τ2
. Then ϕ−1(τ) =

τ√
1 + τ2

and

ϕ−1(τ1)ϕ
−1(τ2) ≤ ϕ−1(τ1τ2) ≤ τ1τ2, for all τ1, τ2 ∈ (0,+∞).

Lemma 2.2 ([12]). Let h ∈ C[0, 1]. Then the boundary value problem[
rN−1ϕ

(
z′1
)]′

+ h(t) = 0, r ∈ (0, 1), (2.1)

z′1(0) = z1(1) = 0, (2.2)

has a unique solution

z1(r) =

∫ 1

r

ϕ−1

(
1

tN−1

∫ t

0

τN−1h(τ)dτ

)
dt. (2.3)

From Lemma 2.2, we note that an n-tuple
(
z1, z2, · · ·, zn

)
is a solution of the boundary value

problem (1.2) if and only if

z1(r) =

∫ 1

r

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1.

and

zj(r) =

∫ 1

r

ϕ−1

(
1

tN−1

∫ t

0

τN−1gj(zj+1(τ))dτ

)
dt, j = 2, 3, · · · , n,

zn+1(r) = z1(r), r ∈ (0, 1).

We denote the Banach space C([0, 1],R) by B with the norm ∥z∥ = max
r∈[0,1]

|z(r)|. For δ ∈ (0, 1/2),

the cone Pδ ⊂ B is defined by

Pδ =
{
z ∈ B : z(r) ≥ 0, min

r∈[δ, 1−δ]
z(r) ≥ δ∥z∥

}
,

For any z1 ∈ Pδ, define an operator ℵ : Pδ → B by

(ℵz1)(r) =
∫ 1

r

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1. (2.4)

Lemma 2.3 ([9]). Let z ∈ C
(
[0, 1], [0,+∞)

)
be such that z′(r) is decreasing in [0, 1]. Then, we have

min
r∈[δ, 1−δ]

z(r) ≥ δ∥z∥.
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Lemma 2.4. Assume that (H1) holds. Then, for each δ ∈ (0, 1/2), ℵ(Pδ) ⊂ Pδ and ℵ : Pδ → Pδ is
completely continuous.

Proof . It is easy to see that ℵ(z1(r)) ∈ B with ℵ(z1(1)) = 0. Now, for any z1 ∈ Pδ, we have

(ℵz1)′(r) =− ϕ−1

[
1

rN−1

∫ r

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
≤ 0.

It follows that (ℵz1)(r) is decreasing on [0, 1], i.e.,

(ℵz1)(r) ≥ (ℵz1)(1) = 0 for any r ∈ [0, 1]. (2.5)

Since

rN−1ϕ
(
(ℵz1)′(r)

)
= −

∫ r

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ2

)
dτ1,

is decreasing on [0, 1], it follows from the fact that ϕ is increasing and N ≥ 1 that (ℵz1)′(r) is
decreasing on [0, 1]. Thus, by Lemma 2.3, we have

min
r∈[δ, 1−δ]

ℵz1(r) ≥ δ∥ℵz1∥. (2.6)

From (2.5) and (2.6), we see that ℵ(Pδ) ⊂ Pδ. Finally by standard methods and the Arzela-Ascoli
theorem, the operator ℵ is completely continuous. □

3. Denumerably Many Positive Radial Solutions

For the the existence of denumerably many positive radial solutions for the boundary value
problem (1.2), we utilize the following cone fixed point theorems in a Banach space.

Theorem 3.1. (Krasnoselskii [8]) Let B be Banch space and P be a cone in B. Suppose E and F

are two open sets with 0 ∈ E, E ⊂ F. Let ℵ : P ∩ (F\E) → P be a completely continuous operator such
that

(a) ∥ℵz∥ ≤ ∥z∥, z ∈ P ∩ ∂E, and ∥ℵz∥ ≥ ∥z∥, z ∈ P ∩ ∂F, or

(b) ∥ℵz∥ ≥ ∥z∥, z ∈ P ∩ ∂E, and ∥ℵz∥ ≤ ∥z∥, z ∈ P ∩ ∂F.

Then ℵ has a fixed point in P ∩ (F\E).

Let ψ be a nonnegative continuous functional on a cone P of the real Banach space B. Then for
any two positive real numbers a′ and c′, we define the sets

P(ψ, c′) = {z ∈ P : ψ(z) < c′}

and
Pa′ = {z ∈ P : ∥z∥ < a′}.
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Theorem 3.2. (Avery-Henderson[1]) Let P be a cone in a real Banach space B. Suppose α and γ are
increasing, nonnegative continuous functionals on P and θ is nonnegative continuous functional on
P with θ(0) = 0 such that, for some positive numbers c′ and k, γ(z) ≤ θ(z) ≤ α(z) and ∥z∥ ≤ kγ(z),
for all z ∈ P(γ, c′). Suppose that there exist positive numbers a′ and b′ with a′ < b′ < c′ such that
θ(z) ≤ λθ(z), for all 0 ≤ λ ≤ 1 and z ∈ ∂P(θ, b′). Further, let ℵ : P(γ, c′) → P be a completely
continuous operator such that

(a) γ(ℵz) > c′, for all z ∈ ∂P(γ, c′),

(b) θ(ℵz) < b′, for all z ∈ ∂P(θ, b′),

(c) P(α, a′) ̸= ∅ and α(ℵz) > a′, for all ∂P(α, a′).

Then, ℵ has at least two fixed points 1z, 2z ∈ P(γ, c′) such that a′ < α(1z) with θ(1z) < b′ and
b′ < θ(2z) with γ(2z) < c′.

Theorem 3.3. (Ren-Ge-Ren[18]) Let P be a cone in a Banach space B Let α, β and γ be three
increasing, nonnegative and continuous functionals on P, satisfying for some c′ > 0 and M > 0 such
that γ(z) ≤ β(z) ≤ α(z) and ∥z∥ ≤ Mγ(z), for all z ∈ P(γ, c′). Suppose there exists a completely
continuous operator ℵ : P(γ, c′) → P and 0 < a′ < b′ < c′ such that

(a) γ(ℵz) > c′, for all z ∈ ∂P(γ, c′),

(b) β(ℵz) < b′, for all z ∈ ∂P(β, b′),

(c) P(α, a′) ̸= ∅ and α(ℵz) > a′, for all ∂P(α, a′).

Then, ℵ has at least three fixed points 1z, 2z, 3z ∈ P(γ, c′) such that α(1z) < a′ < α(2z), β(2z) < b′ <
β(3z) and β(3z) < c′.

3.1. Existence of (Atleast One) Denumerably Many Positive Radial Solutions

Theorem 3.4. Assume that (H1)–(H2) hold and let {δk}∞k=1 be a sequence with rk+1 < δk < rk, k ∈
N. Let {Rk}∞k=1 and {Sk}∞k=1 be any two sequences which satisfies the relation

Rk+1 < δkSk < Sk < Rk, βkϕ(δ
−1
k Sk) < ϕ

(
Rk
)
, k ∈ N,

Furthermore for each natural number k, we assume that gj(j = 1, 2, · · ·, n) satisfies

(H3) gj(z(r)) ≤ Nϕ
(
Rk
)
for all 0 ≤ z(r) ≤ Rk, r ∈ [0, 1],

(H4) gj(z(r)) ≥ βkNϕ(δ
−1
k Sk) for all δkSk ≤ z(r) ≤ Sk, r ∈ [δk, 1− δk], where

βk =
(1− δk)N − δNk
(1− δk)N−1

.

The iterative system (1.1) has denumerably many radial solutions {(z[k]1 , z
[k]
2 , · · ·, z[k]n )}∞k=1 such that

z
[k]
j (r) ≥ 0 on (0, 1), j = 1, 2, · · ·, n and k ∈ N.
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Proof . Consider the sequences {Ek}∞k=1 and {Fk}∞k=1 of open subsets of B defined by

Ek = {z ∈ B : ∥z∥ < Rk},

and
Fk = {z ∈ B : ∥z∥ < Sk}.

Let {δk}∞k=1 be as in the hypothesis and note that r∗ < rk+1 < δk < rk < 1/2, for all k ∈ N. For each
k ∈ N, define the cone Pδk by

Pδk =

{
z ∈ B : z(r) ≥ 0 and min

r∈[δk, 1−δk]
z(r) ≥ δk∥z∥

}
.

Let z1 ∈ Pδk ∩ ∂Ek. Then,
z1(τ) ≤ Rk = ∥z1∥

for all τ ∈ [0, 1]. Let 0 < τn−1 < 1. Then by Lemma 2.1 and (H3), we have∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn ≤

∫ 1

0

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

≤
∫ 1

0

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n Nϕ

(
Rk
)
dτn

]
dtn

≤
∫ 1

0

ϕ−1
(
ϕ
(
Rk
)
tn
)
dtn

≤ Rk.

It follows in similar manner for 0 < τn−2 < 1, we have∫ 1

τn−2

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
dτn−1

]
dtn−1

≤
∫ 1

0

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1gn−1

(
Rk
)
dτn−1

]
dtn−1

≤
∫ 1

0

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1Nϕ

(
Rk
)
dτn−1

]
dtn−1

≤
∫ 1

0

ϕ−1
(
ϕ
(
Rk
)
tn−1

)
dtn−1

≤ Rk.

Continuing with this bootstrapping argument, we get

(ℵz1)(r) =
∫ 1

r

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≤ Rk.
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Since Rk = ∥z1∥ for z1 ∈ Pδk ∩ ∂Ek, we get

∥ℵz1∥ ≤ ∥z1∥. (3.1)

Let r ∈ [δk, 1− δk]. Then,

Sk = ∥z1∥ ≥ z1(r) ≥ min
r∈[δk,1−δk]

z1(r) ≥ δk∥z1∥ ≥ δkSk.

By (H4) and for τn−1 ∈ [δk, 1− δk], we have∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn ≥

∫ 1

1−δk
ϕ−1

[
1

tN−1
n

∫ 1−δk

δk

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

≥ δkϕ−1

[
1

tN−1
n

∫ 1−δk

δk

τN−1
n gn

(
z1(τn)

)
dτn

]

≥ δkϕ−1

[
1

(1− δk)N−1

∫ 1−δk

δk

τN−1
n βkNϕ

(
Sk

δk

)
dτn

]

≥ δkϕ−1

[
(1− δk)N − δNk
(1− δk)N−1

βkϕ

(
Sk

δk

)]
≥ Sk.

In similar manner (for τn−2 ∈ [δk, 1− δk],) that∫ 1

τn−2

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
dτn−1

]
dtn−1

≥
∫ 1

1−δk
ϕ−1

[
1

tN−1
n−1

∫ 1−δk

δk

τN−1
n−1gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
dτn−1

]
dtn−1

≥
∫ 1

1−δk
ϕ−1

[
1

tN−1
n−1

∫ 1−δk

δk

τN−1
n−1gn−1

(
Sk
)
dτn−1

]
dtn−1

≥ δkϕ−1

[
1

(1− δk)N−1

∫ 1−δk

δk

τN−1
n−1βkNϕ

(
Sk

δk

)
dτn−1

]

≥ δkϕ−1

[
(1− δk)N − δNk
(1− δk)N−1

βkϕ

(
Sk

δk

)]
≥ Sk.

Continuing with bootstrapping argument, we get

(ℵz1)(r) =
∫ 1

r

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≥ Sk.
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Thus, if z1 ∈ Pδk ∩ ∂Fk, then
∥ℵz1∥ ≥ ∥z1∥. (3.2)

It is evident that 0 ∈ Fk ⊂ Fk ⊂ Ek. From (3.1),(3.2), it follows from Theorem 3.1 that the operator

ℵ has a fixed point z
[k]
1 ∈ Pδk ∩

(
Ek\Fk

)
such that z

[k]
1 (t) ≥ 0 on (0, 1), and k ∈ N. Next setting

zj+1 = z1, we obtain denumerably many positive solutions {(z[k]1 , z
[k]
2 , · · ·, z[k]n )}∞k=1 of (1.1) given

iteratively by

zj(r) =

∫ 1

r

ϕ−1

(
1

tN−1

∫ t

0

τN−1gj(zj+1(τ))dτ

)
dt, j = n, n− 1, · · · , 2, 1.

The proof is completed. □

Example 3.5. Consider the following iterative system of Dirichlet problems

MC(zj) + gj(zj+1) = 0 in Ω

zj = 0 on ∂Ω,

}
(3.3)

where j = 1, 2, N = 1 and z1 = z3. Let

rk =
31

64
−

k∑
s=1

1

4(s+ 1)4
, δk =

1

2
(rk + rk+1), k = 1, 2, 3, · · · ,

then

δ1 =
15

32
− 1

648
<

15

32

and

rk+1 < δk < rk, δk >
1

5
.

It is easy to see

r1 =
15

32
<

1

2
, rk − rk+1 =

1

4(k + 2)4
, k = 1, 2, 3, · · · .

Since
∞∑
k=1

1

k4
=

π4

90
and

∞∑
k=1

1

k2
=

π2

6
, it follows that

r∗ = lim
k→∞

rk =
31

64
−

∞∑
j=1

1

4(j + 1)4

=
47

64
− π4

360
>

1

5
.

In addition if we take
Rk = 10−4k, Sk = 10−(4k+2),

then

Rk+1 = 10−(4k+4) <
1

5
× 10−(4k+2) < δkSk

< Sk = 10−(4k+2) < Rk = 10−4k,

ϕ(Rk) =
1√

108k − 1
, ϕ(Sk) =

1√
108k+4 − 1

, and ϕ

(
Sk

δk

)
=

1√
108k+4 × δ2k − 1

.
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Since ϕ is increasing and δ−1
k Sk ≤ 5Sk ≤ Rk, it follows that

βkNϕ

(
Sk

δk

)
≤ Nϕ(Rk), βk = 1− 2δk < 1.

Let M1 and M2 be two positive numbers such that

βkNϕ

(
Sk

δk

)
≤ M1 × 10−8k ≤ M2 × 108k ≤ Nϕ(Rk),

and

g1(z) = g2(z) =



M2 × 10−4, z ∈ (10−4,+∞),

M1×10−(4k+2)−M2×10−4k

10−(4k+2)−10−4k (z− 10−4k) + M2 × 10−4k,

z ∈
[
10−(4k+2), 10−4k

]
,

M1 × 10−(4k+2), z ∈
(

1
5 × 10−(4k+2), 10−(4k+2)

)
,

M1×10−(4k+2)−M2×10−(4k+4)

1
5×10−(4k+2)−10−(4k+4) (z− 10−(4k+4)) + M2 × 10−(4k+4),

z ∈
(
10−(4k+4), 15 × 10−(4k+2)

]
,

0, z = 0.

Then, g1 and g2 satisfies the following growth conditions:

g1(z) = g2(z) ≤ Nϕ(Rk), z ∈
[
0, 10−4k

]
,

g1(z) = g2(z) ≥βkNϕ

(
Sk

δk

)
, z ∈

[
1

5
× 10−(4k+2), 10−(4k+2)

]
.

All the conditions of Theorem 3.4 are satisfied. Therefore, by Theorem 3.4, the boundary value
problem (3.3) has denumerably many positive radial solutions {(z[k]1 , z

[k]
2 )}∞k=1 such that 10−(4k+2) ≤

∥z[k]j ∥ ≤ 10−4k for each k = 1, 2, 3, · · · , j = 1, 2.

3.2. Existence of Atleast Two Denumerably Many Families of Positive Radial Solutions

In order to use Theorem 3.2, let δk < rk < 1− δk and δk of Theorem 3.1, we define the nonnegative,
increasing, continuous functional γk,βk, and αk by

γ(z) = min
r∈[rk,1−δk]

z(r) = z(rk),

θ(z) = max
r∈[δk,rk]

z(r) = z(rk),

α(z) = max
r∈[δk,1−δk]

z(r) = z(1− δk).
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It is obvious that for each z ∈ P,
γk(z) = θk(z) ≤ αk(z).

In addition, by Lemma 2.3, for each z ∈ P,

γ(z) = z(rk) ≥ δk∥z∥.

Thus
∥z∥ ≤ δ−1

k γ(z), for all z ∈ P.

Finally, we also note that
θ(λz) = λθ(z), 0 ≤ λ ≤ 1 and z ∈ P.

Theorem 3.6. Assume that (H1)–(H2) hold and let {δk}∞k=1 be a sequence with rk+1 < δk < rk, k ∈
N. Let {Rk}∞k=1, {Qk}∞k=1 and {Sk}∞k=1 be three sequences which satisfies the relation

Rk+1 < Qk < δkSk < Sk < Rk, βkϕ(δ
−1
k Sk) < ϕ(Rk), k ∈ N.

Furthermore for each natural number k, we assume that gj(j = 1, 2, · · ·, n) satisfies
(H5) gj(z) > βkNϕ(δ

−1
k Sk), for all Sk ≤ z(r) ≤ δ−1

k Sk,

(H6) gj(z) < Nϕ(Rk), for all 0 ≤ z(r) ≤ δ−1
k Rk,

(H7) gj(z) > βkNϕ(δ
−1
k Qk), for all 0 ≤ z(r) ≤ Qk.

Then the boundary value problem (1.1) has two denumerably many families of radial solutions

{(1z[k]1 , 1z
[k]
2 , · · ·, 1z[k]n )}∞k=1 and {(2z[k]1 , 2z

[k]
2 , · · ·, 2z[k]n )}∞k=1 satisfying

Qk < αk

(
1z

[k]
j

)
with θk

(
1z

[k]
j

)
< Sk, j = 1, 2, · · ·, n, k ∈ N

and
Sk < θk

(
2z

[k]
j

)
with γk

(
2z

[k]
j

)
< Rk, j = 1, 2, · · ·, n, k ∈ N.

Proof . We begin by defining the completely continuous operator ℵ by (2.4). So it is easy to check
that ℵ : P(γ, Sk) → P, for k ∈ N. Firstly, we shall verify that condition (a) of Theorem 3.2 is satisfied.
So, let us choose z1 ∈ ∂P(γ, Sk). Then γ(z1) = minr∈[rk,1−δk] z1(r) = z1(rk) = Sk this implies that
Sk ≤ z1(r) for r ∈ [rk, 1]. Since ∥z1∥ ≤ δ−1

k γ(z1) = δ
−1
k Sk. So we have

Sk ≤ z1(r) ≤ δ−1
k Sk, r ∈ [rk, 1− δk].

Let τn−1 ∈ [rk, 1− δk]. Then by (H5), we have∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn ≥

∫ 1

1−δk
ϕ−1

[
1

tN−1
n

∫ 1−δk

δk

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

≥ δkϕ−1

[
1

tN−1
n

∫ 1−δk

δk

τN−1
n gn

(
z1(τn)

)
dτn

]

≥ δkϕ−1

[
1

(1− δk)N−1

∫ 1−δk

δk

τN−1
n βkNϕ

(
Sk

δk

)
dτn

]

≥ δkϕ−1

[
(1− δk)N − δNk
(1− δk)N−1

βkϕ

(
Sk

δk

)]
≥ Sk.
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In similar manner (for τn−2 ∈∈ [rk, 1− δk],) that∫ 1

τn−2

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
dτn−1

]
dtn−1

≥
∫ 1

1−δk
ϕ−1

[
1

tN−1
n−1

∫ 1−δk

δk

τN−1
n−1gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
dτn−1

]
dtn−1

≥
∫ 1

1−δk
ϕ−1

[
1

tN−1
n−1

∫ 1−δk

δk

τN−1
n−1gn−1

(
Sk
)
dτn−1

]
dtn−1

≥ δkϕ−1

[
1

(1− δk)N−1

∫ 1−δk

δk

τN−1
n−1βkNϕ

(
Sk

δk

)
dτn−1

]

≥ δkϕ−1

[
(1− δk)N − δNk
(1− δk)N−1

βkϕ

(
Sk

δk

)]
≥ Sk.

Continuing with bootstrapping argument, we get

γ(ℵz1) = min
r∈[rk,1−δk]

(ℵz1)(r) = (ℵz1)(rk)

=

∫ 1

rk

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≥
∫ 1

1−δk
ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≥ Sk.

This proves (i) of Theorem 3.2. We next address (ii) of Theorem 3.2. So, we choose z1 ∈ ∂P(θ, Rk).
Then θ(z1) = maxr∈[δk,rk] z1(r) = z1(rk) = Rk this implies that 0 ≤ z1(r) ≤ Rk for r ∈ [0, rk]. Since
∥z1∥ ≤ δ−1

k γ(z1) = δ
−1
k θ(z1) = δ

−1
k Rk. So we have

0 ≤ z1(r) ≤ δ−1
k Rk, r ∈ [0, 1].

Let 0 < τn−1 < 1. Then by (H6), we have∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn ≤

∫ 1

0

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

≤
∫ 1

0

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n Nϕ

(
Rk
)
dτn

]
dtn

≤
∫ 1

0

ϕ−1
(
ϕ
(
Rk
)
tn
)
dtn

≤ Rk.
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It follows in similar manner for 0 < τn−2 < 1, we have∫ 1

τn−2

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
dτn−1

]
dtn−1

≤
∫ 1

0

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1gn−1

(
Sk
)
dτn−1

]
dtn−1

≤
∫ 1

0

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1Nϕ

(
Rk
)
dτn−1

]
dtn−1

≤
∫ 1

0

ϕ−1
(
ϕ
(
Rk
)
tn−1

)
dtn−1

≤ Rk.

Continuing with this bootstrapping argument, we get

θk(ℵz1) = max
r∈[δk,rk]

(ℵz1)(r) = (ℵz1)(rk)

=

∫ 1

rk

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≤
∫ 1

0

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≤ Rk.

Hence condition (c) is satisfied. Finally we verify that (c) of Theorem 3.2 is also satisfied. We
note that z1(r) = Qk/4, r ∈ [0, 1] is a member of P(αk, Qk) and Qk/4 < Qk. So P(αk, Qk) ̸= ∅. Now
let z1 ∈ P(αk, Qk). Then αk(z1) = maxr∈[δk,1−δk] z1(r) = z1(1 − δk) = Qk, i.e., 0 ≤ z1(r) ≤ Qk, for
r ∈ [δk, 1− δk]. Let 0 < τn−1 < 1. Then by (H7), we have∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn ≥

∫ 1

1−δk
ϕ−1

[
1

tN−1
n

∫ 1−δk

δk

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

≥ δkϕ−1

[
1

tN−1
n

∫ 1−δk

δk

τN−1
n gn

(
z1(τn)

)
dτn

]

≥ δkϕ−1

[
1

(1− δk)N−1

∫ 1−δk

δk

τN−1
n βkNϕ

(
Qk

δk

)
dτn

]

≥ δkϕ−1

[
(1− δk)N − δNk
(1− δk)N−1

βkϕ

(
Qk

δk

)]
≥ Qk.
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Continuing with this bootstrapping argument, we get

αk(ℵz1) = max
r∈[δk,1−δk]

(ℵz1)(r) = (ℵz1)(1− δk)

=

∫ 1

1−δk
ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≥ Qk.

Thus condition (c) of Theorem 3.2 is satisfied. Since all hypotheses of Theorem 3.2 are satisfied, the
assertion follows. □

Example 3.7. Consider the following iterative system of Dirichlet problems

MC(zj) + gj(zj+1) = 0 in Ω

zj = 0 on ∂Ω,

}
(3.4)

where j = 1, 2, N = 1 and z1 = z3. Let rk, δk be the same as of Example 3.5. In addition if we take

Rk = 10−4k, Qk = 10−(4k+3) and Sk = 10−(4k+2),

then

Rk+1 = 10−(4k+4) < Qk = 10−(4k+3) <
1

5
× 10−(4k+2) < δkSk

< Sk = 10−(4k+2) < Rk = 10−4k,

ϕ(Rk) =
1√

108k − 1
, ϕ(Qk) =

1√
108k+6 − 1

, ϕ(Sk) =
1√

108k+4 − 1
,

ϕ(δ−1
k Rk) =

1√
108k × δ2k − 1

and ϕ(δ−1
k Qk) =

1√
108k+6 × δ2k − 1

.

Since ϕ is increasing and δ−1
k Sk ≤ 5Sk ≤ Rk, it follows that

βkNϕ(δ
−1
k Sk) ≤ Nϕ(Rk), βk = 1− 2δk < 1.

Let N1 and N2 be two positive numbers such that

N1 × 10−8k ≤ N2 × 10−8k ≤ βkNϕ(δ
−1
k Qk) ≤ βkNϕ(δ

−1
k Sk) ≤ N2 × 108k ≤ Nϕ(Rk),
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and

g1(z) = g2(z) =



N2 × 10−6, z ∈ (5× 10−4,+∞),

N2 × 10−(4k+2), z ∈
(
10−(4k+2), 5× 10−4k

]
,

N2×10−(4k+3)−N2×10−(4k+2)

5×10−(4k+3)−10−(4k+2) (z− 10−(4k+2)) + N2 × 10−(4k+2),

z ∈
[
5× 10−(4k+3), 10−(4k+2)

]
,

N2 × 10−(4k+3), z ∈
(
10−(4k+3), 5× 10−(4k+3)

)
,

N1×10−(4k+4)−N2×10−(4k+3)

10−(4k+4)−10−(4k+3) (z− 10−(4k+3)) + N2 × 10−(4k+3),

z ∈
(
10−(4k+4), 10−(4k+3)

]
,

0, z = 0.

Then, g1 and g2 satisfies the following growth conditions:

g1(z) = g2(z) ≥βkNϕ(δ
−1
k Sk), z ∈

[
10−(4k+2), 5× 10−(4k+2)

]
,

g1(z) = g2(z) ≤ Nϕ(Rk), z ∈
[
0, 5× 10−4k

]
,

g1(z) = g2(z) ≥βkNϕ(δ
−1
k Qk), z ∈

[
0, 10−(4k+3)

]
.

All the conditions of Theorem 3.6 are satisfied. Therefore, by Theorem 3.6, the boundary value prob-
lem (3.4) has two denumerably many families of radial solutions {(1z[k]1 , 1z

[k]
2 )}∞k=1 and {(2z[k]1 , 2z

[k]
2 )}∞k=1

satisfying

10−(4k+3) < max
r∈[δk,1−δk]

1z
[k]
j (r) with max

r∈[δk,rk]
1z

[k]
j (r) < 10−(4k+2), j = 1, 2, k ∈ N

and
10−(4k+2) < max

r∈[δk,rk]
2z

[k]
j (r) with min

r∈[rk,1−δk]
2z

[k]
j (r) < 10−4k, j = 1, 2, k ∈ N.

3.3. Existence of Atleast Three Denumerably Many Families of Positive Radial Solutions

In order to use Theorem 3.3, let δk < rk < 1− δk and δk of Theorem 3.1, we define the nonnegative,
increasing, continuous functional γk,βk, and αk by

γ(z) = max
r∈[δk,rk]

z(r) = z(rk),

β(z) = min
r∈[rk,1−δk]

z(r) = z(rk),

α(z) = max
r∈[δk,1−δk]

z(r) = z(1− δk).
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It is obvious that for each z ∈ P,
γk(z) ≤ βk(z) ≤ αk(z).

In addition, by Lemma 2.3, for each z ∈ P,

γ(z) = z(rk) ≥ δk∥z∥.

Thus
∥z∥ ≤ δ−1

k γ(z), for all z ∈ P.

Theorem 3.8. Assume that (H1)–(H2) hold and let {δk}∞k=1 be a sequence with rk+1 < δk < rk, k ∈
N. Let {Rk}∞k=1, {Qk}∞k=1 and {Sk}∞k=1 be three sequences which satisfies the relation

Rk+1 < Qk < δkSk < Sk < Rk, βkϕ(δ
−1
k Sk) < ϕ(Rk), k ∈ N.

Furthermore for each natural number k, we assume that gj(j = 1, 2, · · ·, n) satisfies

(H8) gj(z) < Nϕ(Rk), for all 0 ≤ z(r) ≤ δ−1
k Rk,

(H9) gj(z) > βkNϕ(δ
−1
k Sk), for all Sk ≤ z(r) ≤ δ−1

k Sk,

(H10) gj(z) < Nϕ(Qk), for all 0 ≤ z(r) ≤ δ−1
k Qk.

Then the boundary value problem (1.1) has three denumerably many families of radial solutions

{(1z[k]1 , 1z
[k]
2 , · · ·, 1z[k]n )}∞k=1, {(2z

[k]
1 , 2z

[k]
2 , · · ·, 2z[k]n )}∞k=1 and {(3z[k]1 , 3z

[k]
2 , · · ·, 3z[k]n )}∞k=1 satisfying

0 ≤ αk

(
1z

[k]
j

)
< Qk < αk

(
2z

[k]
j

)
, j = 1, 2, · · ·, n, k ∈ N,

βk

(
2z

[k]
j

)
< Sk < βk

(
3z

[k]
j

)
, j = 1, 2, · · ·, n, k ∈ N,

and
γk

(
3z

[k]
j

)
< Rk, j = 1, 2, · · ·, n, k ∈ N.

Proof . We define the completely continuous operator ℵ by (2.4). So it is easy to check that
ℵ : P(γ, Rk) → P, for k ∈ N. In order to prove that all the conditions of Theorem 3.3 are satisfied, we
choose z1 ∈ ∂P(γ, Rk). Then γ(z1) = maxr∈[δk,rk] z1(r) = z1(rk) = Rk this implies that 0 ≤ z1(r) ≤ Rk
for r ∈ [0, rk]. Since ∥z1∥ ≤ δ−1

k γ(z1) = δ
−1
k Rk. So we have

0 ≤ z1(r) ≤ δ−1
k Rk, r ∈ [0, 1].

Let 0 < τn−1 < 1. Then by Lemma 2.1 and (H8), we have∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn ≤

∫ 1

0

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

≤
∫ 1

0

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n Nϕ

(
Rk
)
dτn

]
dtn

≤
∫ 1

0

ϕ−1
(
ϕ
(
Rk
)
tn
)
dtn

≤ Rk.



3628 Khuddush, Prasad, Bharathi

It follows in similar manner for 0 < τn−2 < 1, we have∫ 1

τn−2

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
dτn−1

]
dtn−1

≤
∫ 1

0

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1gn−1

(
Rk
)
dτn−1

]
dtn−1

≤
∫ 1

0

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1Nϕ

(
Rk
)
dτn−1

]
dtn−1

≤
∫ 1

0

ϕ−1
(
ϕ
(
Rk
)
tn−1

)
dtn−1

≤ Rk.

Continuing with this bootstrapping argument, we get

γk(ℵz1) = max
r∈[δk,rk]

(ℵz1)(r) = (ℵz1)(rk)

=

∫ 1

rk

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≤
∫ 1

0

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≤ Rk.

Hence condition (a) is satisfied. Secondly, we show that (b) of Theorem 3.3 is fulled. For this we select
z1 ∈ ∂P(β, Sk). Then β(z1) = minr∈[rk,1−δk] z1(r) = z1(rk) = Sk, i.e. z1(r) ≥ Sk, for r ∈ [rk, 1 − δk].
So we have ∥z1∥ ≥ Sk, for r ∈ [rk, 1− δk]. Noticing that ∥z1∥ ≤ δ−1

k γk(z1) ≤ δ−1
k βk(z1) = δ

−1
k Sk. we

have
Sk ≤ z1(r) ≤ δ−1

k Sk, for r ∈ [rk, 1− δk].
Let 0 < τn−1 < 1. The by (H9), we have∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn ≥

∫ 1

1−δk
ϕ−1

[
1

tN−1
n

∫ 1−δk

δk

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

≥ δkϕ−1

[
1

tN−1
n

∫ 1−δk

δk

τN−1
n gn

(
z1(τn)

)
dτn

]

≥ δ1ϕ−1

[
1

(1− δk)N−1

∫ 1−δk

δk

τN−1
n βkNϕ

(
Sk

δ1

)
dτn

]

≥ δ1ϕ−1

[
(1− δk)N − δNk
(1− δk)N−1

βkϕ

(
Sk

δ1

)]
≥ Sk.
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In similar manner (for τn−2 ∈ [δk, 1− δk],) that∫ 1

τn−2

ϕ−1

[
1

tN−1
n−1

∫ tn−1

0

τN−1
n−1gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
dτn−1

]
dtn−1

≥
∫ 1

1−δk
ϕ−1

[
1

tN−1
n−1

∫ 1−δk

δk

τN−1
n−1gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
dτn−1

]
dtn−1

≥
∫ 1

1−δk
ϕ−1

[
1

tN−1
n−1

∫ 1−δk

δk

τN−1
n−1gn−1

(
Sk
)
dτn−1

]
dtn−1

≥ δkϕ−1

[
1

(1− δk)N−1

∫ 1−δk

δk

τN−1
n−1βkNϕ

(
Sk

δ1

)
dτn−1

]

≥ δ1ϕ−1

[
(1− δk)N − δNk
(1− δk)N−1

βkϕ

(
Sk

δ1

)]
≥ Sk.

Continuing with this bootstrapping argument, we get

βk(ℵz1) = min
r∈[rk,1−δk]

(ℵz1)(r) = (ℵz1)(rk)

=

∫ 1

rk

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≥
∫ 1

1−δk
ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≥ Sk.

Hence condition (b) is satisfied. Finally we verify that (c) of Theorem 3.3 is also satisfied. Since 0 ∈ P

and Qk > 0, it follows that P(αk, Qk) ̸= ∅. Now let z1 ∈ P(αk, Qk). Then αk(z1) = maxr∈[δk,1−δk] z1(r) =
z1(1−δk) = Qk, i.e., 0 ≤ z1(r) ≤ Qk, for r ∈ [δk, 1−δk]. Also, ∥z1∥ ≤ δ−1

k γk(z1) ≤ δ−1
k αk(z1) = δ

−1
k Qk.

Then we get
0 ≤ z1(r) ≤ δ−1

k Qk, for r ∈ [0, 1].

Let 0 < τn−1 < 1. Then by (H10), we have∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn ≤

∫ 1

0

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

≤
∫ 1

0

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n Nϕ

(
Qk
)
dτn

]
dtn

≤
∫ 1

0

ϕ−1
(
ϕ
(
Qk
)
tn
)
dtn

≤ Qk.
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Continuing with this bootstrapping argument, we get

αk(ℵz1) = max
r∈[δk,1−δk]

(ℵz1)(r)

= (ℵz1)(1− δk)

=

∫ 1

1−δk
ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≤
∫ 1

0

ϕ−1

[
1

tN−1
1

∫ t1

0

τN−1
1 g1

(∫ 1

τ1

ϕ−1

[
1

tN−1
2

∫ t2

0

τN−1
2 g2

(∫ 1

τ2

ϕ−1

[
· ··

gn−1

(∫ 1

τn−1

ϕ−1

[
1

tN−1
n

∫ tn

0

τN−1
n gn

(
z1(τn)

)
dτn

]
dtn

)
· · · dτ1

]
dt1

≤ Qk.

Thus condition (c) of Theorem 3.3 is satisfied. Since all hypotheses of Theorem 3.3 are satisfied, the
assertion follows. □

Example 3.9. Consider the following iterative system of Dirichlet problems

MC(zj) + gj(zj+1) = 0 in Ω

zj = 0 on ∂Ω,

}
(3.5)

where j = 1, 2, N = 1 and z1 = z3. Let Let rk, δk be the same as of Example 3.5. In addition if we
take

Rk = 10−4k, Qk = 10−(4k+3) and Sk = 10−(4k+2),

then

Rk+1 = 10−(4k+4) < Qk = 10−(4k+3) <
1

5
× 10−(4k+2) < δkSk

< Sk = 10−(4k+2) < Rk = 10−4k,

ϕ(Rk) =
1√

108k − 1
, ϕ(Qk) =

1√
108k+6 − 1

, ϕ(Sk) =
1√

108k+4 − 1
,

ϕ(δ−1
k Rk) =

1√
108k × δ2k − 1

, ϕ(δ−1
k Qk) =

1√
108k+6 × δ2k − 1

and ϕ(δ−1
k Sk) =

1√
108k+4 × δ2k − 1

.

Since ϕ is increasing and δ−1
k Sk ≤ 5Sk ≤ Rk, it follows that

βkNϕ(δ
−1
k Sk) ≤ Nϕ(Rk), βk = 1− 2δk < 1.

Let N2 be a positive number such that

N2 × 10−8k ≤ βkNϕ(δ
−1
k Sk) ≤ N2 × 108k ≤ Nϕ(Qk) ≤ Nϕ(Rk),
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and

g1(z) = g2(z) =



N2 × 10−6, z ∈ (5× 10−4,+∞),

N2 × 10−(4k+2), z ∈
(
10−(4k+2), 5× 10−4k

]
,

N2×10−(4k+3)−N2×10−(4k+2)

5×10−(4k+3)−10−(4k+2) (z− 10−(4k+2)) + N2 × 10−(4k+2),

z ∈
[
5× 10−(4k+3), 10−(4k+2)

]
,

N2 × 10−(4k+3), z ∈
(
10−(4k+3), 5× 10−(4k+3)

)
,

0, z = 0.

Then, g1 and g2 satisfies the following growth conditions:

g1(z) = g2(z) ≤ Nϕ(Rk), z ∈
[
0, 5× 10−4k

]
,

g1(z) = g2(z) ≥βkNϕ(δ
−1
k Sk), z ∈

[
10−(4k+2), 5× 10−(4k+2)

]
,

g1(z) = g2(z) ≤ Nϕ(Qk), z ∈
[
0, 5× 10−(4k+3)

]
.

All the conditions of Theorem 3.8 are satisfied. Therefore, by Theorem 3.8, the boundary value prob-
lem (3.5) has three denumerably many families of radial solutions {(1z[k]1 , 1z

[k]
2 )}∞k=1, {(2z

[k]
1 , 2z

[k]
2 )}∞k=1

and {(3z[k]1 , 3z
[k]
2 )}∞k=1 satisfying

0 ≤ max
r∈[δk,1−δk]

1z
[k]
j < 10−(4k+3) < max

r∈[δk,1−δk]
2z

[k]
j , j = 1, 2, k ∈ N,

min
r∈[rk,1−δk]

2z
[k]
j < 10−(4k+2) < min

r∈[rk,1−δk]
3z

[k]
j , j = 1, 2, k ∈ N,

and
max

r∈[δk,rk]
3z

[k]
j < 10−4k, j = 1, 2, k ∈ N.

Acknowledgements

The authors would like to thank the referees for their valuable suggestions and comments for the
improvement of the paper.

References

[1] R.I. Avery and J. Henderson, Two positive fixed points of nonlinear operators on ordered Banach spaces, Comm.
Appl. Nonlinear Anal. 8 (2001) 27–36.



3632 Khuddush, Prasad, Bharathi

[2] A. Azzollini, Ground state solution for a problem with mean curvature operator in Minkowski space, J. Funct.
Anal. 266 (2014) 2086–2095.

[3] R. Bartnik and L. Simon, Spacelike hypersurfaces with prescribed boundary values and mean curvature, Commun.
Math. Phys. 87 (1982) 131–152.

[4] C. Bereanu, P. Jebelean and P.J. Torres, Multiple positive radial solutions for a Dirichlet problem involving the
mean curvature operator in Minkowski space, J. Funct. Anal. 265 (2013) 644–659.

[5] C. Bereanu and J. Mawhin, Existence and multiplicity results for some nonlinear problems with singular ϕ-
Laplacian, J. Differ. Equ. 243 (2007) 536–557.

[6] A. Boscaggin, M. Garrione, Pairs of nodal solutions for a Minkowski-curvature boundary value problem in a ball,
Commun. Contemp. Math. 21 1850006 (2019) 18 pages.

[7] C. Corsato, F. Obersnel, P. Omari and S. Rivetti, Positive solutions of the Dirichlet problem for the prescribed
mean curvature equation in Minkowski space, J. Math. Anal. Appl. 405 (2013) 227–239.

[8] D. Guo and V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Academic Press, San Diego, 1988.
[9] S. Hu and H. Wang, Convex solutions of boundary value problems aising from Monge-Ampere equations, Discret.

Contin. Dyn. Syst. 16 (2006) 705–720.
[10] M. Khuddush and K.R. Prasad, Positive solutions for an iterative system of nonlinear elliptic equations, Bull.

Malays. Math. Sci. Soc. 45 (2022) 245–272.
[11] M. Khuddush, K.R. Prasad and B. Bharathi, Local existence and blow up of solutions for a system of viscoelastic

wave equations of Kirchhoff type with delay and logarithmic nonlinearity, Int. J. Math. Model. Comp. 11(3) (2021)
1–11.

[12] Z.T. Liang, L. Duan and D.D. Ren, Multiplicity of positive radial solutions of singular Minkowski-curvature
equations, Arch. Math. 113 (2019) 415–422.

[13] J. Mawhin, Radial solution of Neumann problem for periodic perturbations of the mean extrinsic curvature oper-
ator, Milan J. Math. 79 (2011) 95–112.

[14] M. Pei and L. Wang, Multiplicity of positive radial solutions of a singular mean curvature equations in Minkowski
space, Appl. Math. Lett. 60 (2016) 50–55.

[15] M. Pei, L. Wang, Positive radial solutions of a mean curvature equation in Minkowski space with strong singularity,
Proc. Am. Math. Soc. 145 (2017) 4423–4430.

[16] M. Pei and L. Wang, Positive radial solutions of a mean curvature equation in Lorentz-Minkowski space with
strong singularity, App. Anal. 99(9) (2020) 1631–1637.

[17] K.R. Prasad, M. Khuddush and B. Bharathi, Denumerably many positive radial solutions for the iterative system
of elliptic equations in an annulus, Palestine J. Math. 11(1) (2022) 549–559.

[18] J.L. Ren, W.G. Ge and B.X. Ren, Existence of positive solutions for quasi-linear boundary value problems, Acta
Math. Appl. Sinica, English Ser. 21(3) (2005) 353–358.


	Introduction
	Preliminaries
	Denumerably Many Positive Radial Solutions
	Existence of (Atleast One) Denumerably Many Positive Radial Solutions
	Existence of Atleast Two Denumerably Many Families of Positive Radial Solutions
	Existence of Atleast Three Denumerably Many Families of Positive Radial Solutions


