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Abstract

Recommender systems are used in various fields such as movies, music, and social networks. Recommender systems aim
to provide attractive offers to users according to their performance in the system. The most popular recommender
systems are content-based models and collaborative filtering methods. One of the most important challenges and
problems in recommender systems is the challenge of users’ cold start. So far, various methods such as machine learning
algorithms, optimization approaches, and statistical methods, have been proposed by other researchers in improving
internet marketing strategy and overcoming the cold-start problem, which despite having numerous applications,
still could not solve the start problem. This article will investigate the problem of cold start users’ by presenting
a recommendation model based on a deep neural network and considering the problem of improving the internet
(network) marketing strategy. In this article, the relevant simulation is done on the popular Movielens dataset, which
is from 2015, and the evaluations of the methods presented on this dataset are compared
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1 Introduction

Tagging has emerged as one of the most efficient methods of associating metadata with objects (e.g., videos, texts)
in Web 2.0 applications. In contrast to arbitrary keywords assigned to objects by users, tags represent a simpler, less
expensive, and more natural way to organize content. Several previous studies have proposed tag recommenders to
help users efficiently explore and organize web resources. However, most of these methods require a sufficient amount
of user-tagged data, which may In addition, recent studies have shown that, among other textual features such as
titles, user comments, and descriptions, tags are more effective in supporting information retrieval services, such as
search [12], automatic classification [6], and content recommendation [9]. The tagging process can use a tag suggestion
service. These types of services allow users to select some recommended tags or use new ones. Besides improving
the user experience, the tag suggestion will increase the quality of the generated tags and finally improve the quality
of word-of-mouth retrieval services, where tags are considered as data sources. Moreover, the obvious benefits of
improving the description of objects, helping services such as browsing, direct use of recommended tags in search [10],
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and expanding queries [18] are also very popular cases of using tags. Despite item recommendation, which usually aims
to match the target user’s interests, tag suggestion applies to describing, summarizing, and organizing the content
of objects, and matching the user’s interests to personalized suggestions. Therefore, the design of recommenders is
challenging and requires special solutions whose methods vary item recommendation methods. For example, text
retrieval, knowledge retrieval, and cognitive meanings play an essential role in determining the tag. In addition,
the effectiveness of the recommendation is very important, considering that poor recommendations, in addition to
reducing or eliminating user satisfaction, ultimately affect the performance of various IR services that use tags as
the data source they use, which will cause irreparable damage. Many novel methods for label recommendation are
designed with the assumption that an initial set of labels exists on the target object. However, the effectiveness of
these methods in a cold start scenario where there is no initial tag (even with the possible presence of other attributes
of the target object such as title and description) becomes a bit difficult. To solve this problem, previous works extract
the candidate expressions for tagging directly from the text of the target object or similar/related objects and from
the statistical properties of word occurrence such as term frequency and inverse document frequency to rank the tags
for the suggestion. However, these features, individually, may not be good enough to effectively rank candidates for
tags, especially when using small and possibly low-quality regular texts associated with objects. In this work, different
syntactic patterns (e.g., syntactic dependencies between words in a sentence) are analyzed from text related to objects
that are used to find and suggest tags. In addition, two types of input content (containing text related to objects)
and preferences (preferring a tag for an item) are used to train deep neural networks to develop a robust hybrid model
for suggesting tags for items with an overriding approach. The cold start is provided. One of the strategic areas is
the internet marketing area, which has been investigated a lot in different societies recently. In internet marketing,
different and diverse products are offered to the internet market. These products can be films, clothes, cosmetics,
electronic components, etc [17]. In the category of internet marketing, to present a product in the internet market,
it must be easily retrieved by search engines. The more easily the products are retrieved in these search engines, the
easier they can be offered to the applicants of this product and capture a higher share of this internet market. Product
tags are the most essential part of a product used by search engines. Tags or labels express the nature of the product
and the important characteristics of the product. In addition, tags are indexed by search engines and are known as
product descriptors. In addition, the more suitable tags are intended for products, the better they can be recognized
by search engines. And get more share of internet marketing. In this article, a tag proposal is presented to improve
the internet retrieval of products. In this article, in part 2, the works done in the past are examined, in part 3, the
proposed method and relevant details are explained, finally, in part 4, the results are obtained, and in part 5, the
conclusion and future suggestions are examined.

2 Related Works

In the Table 1, a summary of previous research records is presented. According to the review of the previous
methods and observing the results obtained and the performance of each of the previous methods, it was observed
that these methods have challenges and problems such as insufficient accuracy, high error, and the time-consuming
process of information processing. Hence, in this research, a tag proposal model based on a deep neural network is
presented to overcome the cold start problem and solve the challenges of other methods.

To assess the accuracy of recommendation systems, various measures have been developed and discussed in
literature. The most commonly used measures for evaluating the accuracy of a recommendation method are Mean
Average Error (MAE), Root Mean Squared Error (RMSE), Coverage, Precision, F1-measure, and Recall, as listed
in Table 2. While there are other measures available for evaluating system accuracy, they are not as widely used or
discussed in detail by researchers. MAE and RMSE are two measures that calculate the difference between the actual
rating of an item and the predicted rating made by a recommendation method. They do this by finding the average
distances between them.

3 Architecture of the proposed model

By applying evolutionary algorithms to optimize artificial deep neural networks (DNN), we can improve their
predictive capabilities in various applications [1, 5, 8]. In this article, a recommender system based on deep neural
networks, or DNN, is presented. The general flowchart of the proposed method is given in Figure 1, which is explained
in the following sections.The purpose of this article is to provide a tag recommender system that recommends tags for
different items based on the information in the access, on the other hand, these tags can cause more sales and improve
the internet marketing. strategy because in identifying the item to customers, information retrieval systems and search
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Table 1: Features of papers that use in Recommender System to alleviate cold-start problem.
Ref. Major

Improvement
Techniques Dataset Abstract Summary

[17] Precision MFS-LDA Wikipedia presents MFS-LDA, a novel multi-feature space
tag recommendation model that addresses the

cold-start problem in tag-based
recommendation systems

[20] Validation
AUC

DNN Social (XING’s) A combination of content-and neighbor-based
models won both offline and online phases.

[4] Performance NSPR(DNN
Family)

CiteUlike &
Yahoo Movies

A probabilistic modeling approach called Neural
Semantic Personalized Ranking significantly
outperforms the state-of-the-art baselines.

[7] Accuracy Personalized
Preference on
Non-functional

Attributes

QWS The addition of users’ personalized preferences
on non-functional attributes alleviates these
limitations and improves recommendation

accuracy.
[21] Precision a novel

contextual
multiarmed
bandit model

BiUCB

MovieLense A novel bandit algorithm called binary upper
confidence bound can deal with the

item-user-cold-start problem where there is no
information about users and items.

[19] Performance Fuzzy Linguistic No Standard
dataset is used

Remove Cold-start Problem from REFORE

[22] Accuracy DNN Netflix Two recommendation models were proposed for
cold start items.

[24] Quality Matrix
factorization

WHUT Digital
Communication
Engineering Co

A tag-based interactive framework to make the
resource recommendation for different users.

[26] Accuracy &
Quality

DUTS CiteUlike The proposed method is better than the
compared methods at the accuracy of tag

recommendation.
[23] Accuracy SIMWORD SO & Math The proposed method outperforms several

existing methods in terms of recommendation
accuracy.

[2] Precision NLP & L2R Bibsonomy,
Movielens

LastFM, Elo7

improving tag recommendation in a cold start
scenario by analyzing the syntactic patterns of

the text associated with Web 2.0 objects
[16] Quality co-SVD model

& Matrix
Factorization

Movielens proposes a personalized recommendation
approach that utilizes matrix co-factorization
techniques to incorporate user-generated tags
and temporal dynamics into the prediction

model
[11] Performance attention-based

Capsule
Network(ACN)

TPA & AG Proposed the architecture of the
attention-based Capsule Network(ACN)

Table 2: Evaluation measures used in the main papers.

Ref.
Evaluation Measure

MAE RMSE Precision Precision Recall F1-Measure Other
[17] ✓
[20] ✓
[4] ✓ ✓
[7] ✓
[21] ✓ ✓
[24] ✓ ✓ ✓
[26] ✓
[23] ✓
[16] ✓ ✓ ✓ ✓ ✓
[25] ✓
[11] ✓ ✓ ✓
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Figure 1: Flowchart of the proposed method.

engines have had a very successful performance. Also, to implement this system, first, the data set is entered into the
proposer’s system. In the pre-processing stage, first, non-numeric variables such as protocol type have been converted
to numeric. To perform this conversion, there are two binary and histogram-based methods, and because there are
flaws in the binary method, the Target-based method was used. This method converts any non-numeric variable
into a number, which is the probability of repeating the same histogram. On the other hand, the data should be
normalized at this stage and should be in the zero range so that the suggestions have higher accuracy. After this step,
the demographic information of the contacts is used to calculate the similarity between the contacts. Then, to test
and train random forest and deep neural network algorithms, separate training data samples are considered. Training
samples are used to train a deep neural network and random forest algorithms, and test samples are used to evaluate
the model. In the end, models of deep neural networks and random forest algorithms, based on training and test
samples, are created, and these models provide labels for new inputs.

4 Description of the proposed method

4.1 Used datasets

In this article, to analyze and evaluate the outputs, simulation has been done with the MovieLens dataset. The
output is analyzed, compared, and evaluated with other methods performed on this data set. From the MovieLens
dataset, the data of 2013, which is about 100 MB, has been considered. In these files, the number of 1,000,209 records
are related to the ratings registered by users to the movies, the number of 3900 movie samples and the number of 6040
user samples, each user has voted for at least 20 movies.

4.2 Data preprocessing

The pre-processing stage is such that non-numerical variables such as the type of protocol are converted into
numerical variables and since there are two binary and histogram methods, the histogram method is used because
of its advantage over the binary one, and actually this number is also considered as the probability of repeating the
corresponding histogram. After concatenating the data, normalization of the data is done so that the data is in the
range of zero and one, the range of the data must be in a suitable range because the characteristics that have a higher
value have an impact and this makes suggestions not be presented with proper precision. Also, normalization makes
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better training in neural networks because the training of large weights is not done well in neural networks. Placing
the data in the range of zero and one, is one of the normalization methods.

XNO = 2× (X −Xmin)/(Xmax −Xmin)− 1 (4.1)

4.3 Measuring user similarity

If two audiences, u and v rate two items i and j and the values of this rating are rui and rvj . Based on the ranks
(rui, rvj), the similarity formula of two users u and v is defined as follows:

Sim(u, v) = Sim1(rui, rvj) (4.2)

On the other hand, the similarity of i and j should be taken into account when calculating the similarity of the
user, because usually, the items are different. This similarity of the item Simitem(i, j) is used to increase the accuracy
of the user’s similarity and weight is considered. So the following relationship is defined:

Sim(u, v) = Simitem(i, j) · Sim1(rui, rvj) (4.3)

To calculate the similarity between two users u and v who rate more than one object, all pairs of ratings given
by two users u and v should be considered. As a result, the sum of all possible pairs of items for user similarity is
calculated:

Sim(u, v) =
∑
i∈J

∑
j∈J

Simitem(i, j) · Sim1(rui, rvj) (4.4)

4.4 shows that even if the items do not have a rank, this Sim calculation is done and in fact, it is a measure of user
similarity and is a solution for situations where the items have the same rating.

To consider the difference between users, the asymmetric factor Sim2(u, v) and to calculate the priority of the model,
another weighting factor Sim3(u, v) is used in the similarity calculation model. The final formula for calculating user
similarity is given below:

Sim(u, v) = Sim2(u, v) · Sim3(u, v) ·
∑
i∈Iu

∑
j∈Iv

Simitem(i, j) · Sim1(rui, rvj) (4.5)

The Sim1 function is expressed based on the PPC model to provide a better fit for the non-linear relationship
between users. The expanded PPC is defined as a Simi function, which is as follows:

Sim1(rui, rvj) = proximity(rui, rvj).significance(rui, rvj).singularity(rui, rvj) (4.6)

Where the proximity function gives a similarity value considering the absolute difference between rui and rvj . The
importance function gives the effectiveness of pair ranking evaluation in the final result, in such a way that the ranking
of pairs with a greater distance from the mean is more important. This pair of points is more important. The unique
function expresses the difference in the score of a pair compared to other scores.

proximity(rui, rvj) = 1− 1/(1 + exp(−|rui − rvj |)) (4.7)

significance(rui, rvj) = 1/(1 + exp(−|rui − rmed| − |rui − rmed|)) (4.8)

singularity(rui, rvj) = 1− 1/(1 + exp(−|(rui − rvj)/2 + (µi − µj)/2|)) (4.9)

On the other hand, µi and µj are the averages of item i and item j. The meaning that the function Sim1(rui, rvi)
returns cannot be used separately, because the user u and v show the rate of two different items i and j, but if i and
j are similar, Sim1 returns a large value in the sense that u and vare similar, otherwise, the large value returned by
Sim1 indicates that u and v are not similar, so it should be Simitem(i, j) · Sim1(rui, rvj) should be used to calculate
the similarity of two users. However, this function plays an important role in calculating the similarity of users.
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Figure 2: Changed Dropout method architecture for tag recommendation.

4.4 Using hybrid deep neural network

This part describes the modified dropout method and also deals with the integration of deep neural networks and
random forest machine learning algorithm. In the basic CF problem, there is a set of N users U = {u1, ..., uN} and a
set of M items V = {v1, ..., vM} that a user is recommended a set of items. Here, the goal is to suggest a tag. Instead
of a set of N users, a set ofN tags T = {t1, ..., tN} is considered.

Rtv it means the preference of item v by label t. A matrix N × M called R is considered, which represents the
feedback of labels for items. The value of relevance in the direct situation is numerical, but in the case of indirect
feedback, R is binary. In situations where information about preferences is not available answer isRtv = 0. It
also provides T (t) = {t ∈ T | Rtv ̸= 0} the labels that are considered for item v. On the other hand, it presents
V (v) = {v ∈ V | Rtv ̸= 0} the items that are considered for the t tag. When the preferred information is not available,
especially in the cold start, the values that are considered are V (v) = 0, T (t) = 0.

In many situations, information is available for tags and items, for which different types of data can be considered,
such as text, audio, video, image, etc. The information of items that have these tags in the past can be considered
as tags. This data can be an effective guide for the recommender model, especially in situations where there is no
preferred information and a cold start scenario would have existed.

The content information can be represented by a fixed-length feature vector, after related transformations, it
showed thatΦt and Φv are the content features for tags and items, where Φt(Φv) is the content feature vector for the
tag t (item v). Also, if the content information exists but does not have it, the feature vector becomes zero. Finally,
the preference information of R and the content information Φt and Φv are used to train the recommender model with
high accuracy.

In the dropout model, for the model to be able to deal with hot and cold starting situations, preference and content
information is used as input, so to propose a label, the input of the model is checked first. There are two methods for
entering preferred information (R). The first method is to enter the rows and columns of R as input, which is not an
effective method because the more items and tags, the more rows and columns of the matrix. Another method is in
latent models, the approximate preferences matrix is the product of two low-rank matrices T and V . This method is
called latent representation.

Rtv ≈ TtV
T
v (4.10)

Tt and Vv are the latent representations of tag t and item v. U and V are matrices with low dimensions with rank
D << min(N,M), this low rank reduces the complexity of the DNN model because the activation size in the first
latent layer depends on the size of the input, so the inputs [Tt,Φ

T
t ] and [Vv,Φ

V
v ] are considered for each tag t and

item v Also, to convert the input into a hidden display, the DNN model is used, which uses the preference and content
information, in the first stage Tt, the preferences and content ΦT

t pass through the DNNs fT and fΦT and the output
of the DNNs are combined and entered to Ft. Finally, the output is Ft a hidden display of Tt.

The above steps are also done for items, so fV and fΦv are used to create Fv and finally create V̂v. The relevance

score is calculated ŝtv = T̂tV̂ T
v in the way that tags use this relevance score. It also shows the degree of relevance of a

tag to an item. Figure 2 shows the complete architecture of this method.
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Figure 3: Architecture of the proposed hybrid deep network method.

This paper uses two techniques, deep network, and random forest, which obtain candidate labels from three sources:

1. Other textual characteristics of the desired item (for example, title and description).

2. Labels that occur in the educational data with the words in the text.

3. Labels got from similar items.

In random forest, non-linear learning is a set of decision trees, each of which is trained with subsets of size and
distinct from the training set, randomly with replacement to reduce the correlation between them. It is also possible
to improve the label suggestion by using dropout in DNN. Also, since RFsynt is the best method compared to other
methods, it is considered the primary proposer, so a new version is created as Softmax with syntactic features or
called Softmaxsynt.. As a result, a linear combination of the scores of the two methods has been made to combine
the advantage points, which is called Resynt + Softmaxsynt. In Figure 3, RFsynt combines features that are effective
in label quality, such as syntactic features. It also summarizes the connections between these new methods. RFsynt
recommendations are further extended by Softmaxsynt. Therefore, the scores of these two methods are combined by
the formula RFsynt + Softmaxsynt + Stv. In the following, the operation of the deep network is explained in more
detail. At this stage, the random forest algorithm is combined with the core of the deep neural network, and with the
assistance of each other, they provide the tag. As shown in Figure 3, RFsynt combines various tag quality features,
including syntactic features. The recommendations provided by RFsynt are further expanded using Softmaxsynt.
Finally, the scores of these two methods are combined by the formula RFsynt + Softmaxsynt + Stv. The way the
deep network works is explained further. It is at this stage that the random forest algorithm is combined with the
core of the deep neural network and they provide tags with the help of each other.

4.5 Layers of deep neural network

Softmax is a function that has high efficiency in classification because it calculates the probability of classes with
high accuracy. It uses the following formula to calculate this probability. The following formula:

p(yi|xi;W ) = efyi /
∑
j

efyj = Cefyi/
∑
j

efyj = efyi+logC/
∑
j

efyj+logC (4.11)

In this formula, the class yi is calculated for each tagx i and a constant coefficient like logC is added to this fraction
for simplicity, and the value of this coefficient is logC = −maxj fj [15].

Data reconstruction in deep neural network models in the neural network does not require much pre-processing
of the data and has more generalization on the test data. Traditional neural network models with various layers
consider weights to generalize to monitoring data but do not perform well in test data. Therefore, deep network
models do not have generalization capabilities, only the monitoring information has been changed to provide labels.
These models are usually called deep belief networks and models based on deep neural network encoder-decoder or
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Figure 4: Automatic encoder layer in deep neural network model.[15]

stack auto-encoder models. Deep network models are classified into two types, unsupervised and supervised, such as
tag categories. Unsupervised models are used to reach a space of features where there is not much dependence between
data. Supervisory models are trained in classification or regression, just like neural and supervisory networks. In deep
network models developed to learn new features, the number of layers can be increased, and also in learning nonlinear
data transformation.

In this model, there is an encoder and a decoder in each layer, which has a linear transformation in each layer
and an activation function for new representation and a transformation for data reconstruction, and in the automatic
encoder model, there is a stack, an example of which is presented in Figure 4. As shown in Figure 4; Coding is done
by multiplying the inputs by the weight, and they are converted to decoding transfer functions and reconstructed. On
the other hand, probabilistic generative models can also perform decoding automatically. Therefore, it can be stated
that the deep network models in each layer can reconstruct data with the help of the distribution model in each layer,
to maintain the feature space, so there is not much pre-filling in the neural network on the model. On the other
hand, traditional neural network models consider weights to generalize monitoring information, but they are not very
effective for test data. It can be said that deep network models, do not have generalization capability and only the
data display is changed to find generalization with monitoring information or tag.

4.6 Training of models using the method of maximizing the logarithm of the Contrastive Divergence

In the probabilistic generative model, the generator estimates the distribution of characteristics in the base state
and does not use distance monitoring information. To teach in the approach of the maximum likelihood function
of the data, the parameters of the model should be maximized with the probability of occurrence of the data and
considering the parameters. Also, in model training, he solved the following optimization problem, which is equivalent
to maximizing the probability of observing the data:

(arg
θ
min)− L(θ|X) ≡ (arg

θ
min)− ln(L(θ|(x)1, · · · , (x)S) (4.12)

For a specific example (x)i the precision value is obtained as follows:

L(θ|x
′
) = p(x

′
) =

1

Z
p

′
(x

′
) (4.13)

The Z parameter specifies the normalizer constant. To solve this optimization problem, gradient reduction is used.
By taking the gradient from the logarithm of both sides, the following relationship is defined

ln(L(θ|x
′
)) = ln(p

′
(x

′
))− ln(Z) (4.14)

The existing integral is a time-consuming problem, and on the other hand, the influence of Z is in the optimization
problem. Also, due to the existence of a possible distribution, Gibbs sampling is used to estimate the integral, and this
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sampling requires many steps to achieve an unbiased estimate; Therefore, it is not practical. Also, Hinton’s approach
with the idea of using training samples and taking samples from the hidden and overt layers, in this approach, a
simpler approximation was made by minimizing the confrontation divergence. Gibbs CD sampling algorithm with K
step: A training sample of x0 = xI should be chosen to be repeated for I = 1, · · · ,K.

E[hl−1
k ] = Ep(hk|x)[hk|E[xl−1]] (4.15)

E[xl
i] = Ep(xi|h)[xi|E[hl−1]] (4.16)

Since the training method of this model, based on gradient reduction, is completely scalable. Briefly the change
the gradient in parameters can be described below:

∇L
θ τ ∝ EData∂(−E(x))/∂θ − EModel∂(−E(x))/∂θ (4.17)

EData with training data and EModel with the parameter j of the model has been estimated in such a way that
to estimate EModel the current parameters that are from the CD-1 algorithms of the collection Training data are
obtained and used.

4.7 Performance evaluation criteria of recommender system in marketing strategy

The improvement of the sales strategy can be reviewed from the point of view of a recommender system. On the
other hand, in this article, the recommender system has become a problem of machine learning and neural network,
as in other research, quantitative performance criteria have been used for prediction. It is also possible to check
the performance qualitatively, using other websites, which will be discussed in the next chapter. In the end, all the
quantitative measures such as MSE, RMSE , MAE , and MAPE are presented along with the graphs of the simulation
results, the relationships of the quantitative measures are given below [3]

1. Root Mean Square Error(RMSE)

RMSE =

√√√√ 1

N

N∑
i=1

(Actuali − Recommendi)2 (4.18)

2. Mean Absolute Percentage of Error(MAPE)

MAPE = (
1

N

N∑
i=1

| (Actuali − Recommendi)/Actuali |) ∗ 100 (4.19)

3. Mean Absolute Error(MAE)

MAE =
1

N

N∑
i=1

|Actuali − Recommendi| (4.20)

5 Experimental results

5.1 Analysis of the results of the proposed method

After the simulation of the proposed method in this article, results have been obtained, and in this part, the
results of the proposed method are compared with other methods. It should be noted that all the evaluations of the
proposed method are applied to film products and the results are discussed. In this article, the relevant simulation
has been done on the popular Movielens dataset and the evaluations of the methods presented on this dataset have
been compared. The Movielens dataset provides data that includes more than one million points recorded by different
users of various movie products. In this part, a set of users registered in the system is separated into different users
in stages, clustering is done, and then the desired samples are selected and applied to the recommender system based
on a deep neural network. Finally, the movie products predicted by the recommender system and the main products
voted by the selected users as training samples are calculated with the evaluation criteria of Mean Actual Error or
MAE, Mean Square of Error or RMSE, and compared with other methods. In this article, different stages are defined
according to different weights. Then the number of users is increased many times and the results are evaluated.



206 Bazargani, Alizadeh

Table 3: Evaluation parameters of the proposed method

Parameters Values

Algorithms compared Quadratic decision tree , multifaceted decision tree, random classification, näıve bayes
Weights age, gender, and job characteristics

Beta parameter 0.8

Table 4: Evaluation stages of the proposed method with other methods.

levels weights

Step 1 W1 = 0.6 , W2 = 0.3 , W3 = 0.1
Step 2 W1 = 0.3 , W2 = 0.6 , W3 = 0.1
Step 3 W1 = 0.3 , W2 = 0.1 , W3 = 0.6

5.2 Evaluation parameters of the proposed method

The set of parameters considered to evaluate the proposed method in this article is summarized in Table 3.

In this part, the proposed method is compared with various classification and forecasting algorithms and methods,
which are: Decision tree algorithm, Näıve Bayes, and random classification algorithm, which are two of the proposed
algorithms in the field of classification. Also, evaluations are evaluated with various weights. The beta parameter,
which is described in detail in the fourth section, is also set to 0.8 Scores also have numerical values between 1 (lowest
score) and 5 (highest score). Demographic characteristics of age, gender, and occupation are defined for each user. In
this article, several stages or scenarios are defined, which are shown in the Table 4.

As can be seen, different weights are obtained for age, gender, and job characteristics. The above steps are defined
with different weights. Weights that have more features are more focused on the desired feature and have a greater
impact on the degree of similarity. In other words, features that have more weight are more important and play a
more important role in determining similarity.

5.3 Analysis of the results of the proposed method

In Table 5, the average amount of prediction errors using the evaluation criterion of the average real error, and
the square of the average error in the proposed method compared to other methods have been calculated. The stage
considered for the following results is stage 1.

As can be seen, the proposed method with the number of 100 users as input, according to the predictions that
have been made, has a real average error of 0.35 and a mean square error of 0.59. As can be seen, the accuracy of the
proposed method is much more favorable than the other methods stated in the table above.

Also, in table 6, the average amount of prediction errors using the evaluation criterion of the average real error
and the square of the average error in the proposed method compared to other methods have been calculated by
considering step number 2.

As can be seen, the proposed method with 100 users as input has MAE = 0.35 and RMSE = 0.59 according to
the predictions made. As can be seen, the accuracy of the proposed method is much better than the other methods
mentioned in the table above. In the table (6), the average prediction errors have been calculated using the evaluation
criteria of the average real error and the square of the average error in the proposed method compared to other
methods, considering step 3.

As can be seen, the proposed method with the number of 100 users as input has MAE = 0.35 and RMSE = 0.59
according to the predictions made. As can be seen, the accuracy of the proposed method is much better than the

Table 5: Comparison of the average real error and square average error in the proposed method with other methods with the number of
users = 100 (step 1)

Method Random
classification

Näıve
Bayes

Multimodal
decision
tree

Quadratic
decision
tree

Proposed
Method

MAE 0.92 0.89 0.9 0.86 0.35
MSE 1.19 1.13 1.12 1.09 0.59
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Table 6: Comparison of the average real error and square average error in the proposed method with other methods with the number of
users = 100 (step 2)

Method Random
classification

Näıve
Bayes

Multimodal
decision
tree

Quadratic
decision
tree

Proposed
Method

MAE 0.92 0.89 0.91 0.86 0.35
MSE 1.2 1.14 1.15 1.09 0.59

Table 7: Comparison of the average real error and square average error in the proposed method with other methods with the number of
users = 100 (step 3)

Method Random
classification

Näıve
Bayes

Multimodal
decision
tree

Quadratic
decision
tree

Proposed
Method

MAE 0.92 0.9 0.9 0.86 0.35
MSE 1.29 1.14 1.14 1.09 0.59

other methods stated in the table above. In the Table 7, the average amount of prediction errors are calculated using
the evaluation criterion of the average real error and the square of the average error in the proposed method compared
to other methods. The stage considered for the following results is stage 1.

As can be seen, the proposed method with the number of 500 users as input has MAE = 0.76 and RMSE = 1.03
according to the predictions made. As can be seen, the accuracy of the proposed method is much better than the
other methods mentioned in the table above. Also, in the Table 8, the average amount of prediction errors using the
evaluation criterion of the average real error and the square of the average error in the proposed method compared to
other methods have been calculated by considering step number 2.

As can be seen, the proposed method with the number of 500 users as input, according to the predictions that
have been made, has an average true error equal to 0.76 and an average square error equal to 1.03. As can be seen,
the accuracy of the proposed method is much better than the other methods stated in the table above. In the Table
9, the average prediction errors have been calculated using the evaluation criterion of the average real error and the
square of the average error in the proposed method compared to other methods, considering step 3.

As can be seen, the proposed method with the number of 500 users as input has MAE = 0.76 and RMSE = 1.03
according to the predictions made. As can be seen, the accuracy of the proposed method is far better than the other
methods stated in the Table 9. In the table 10, the average amount of prediction errors are calculated using the
evaluation criteria of the average real error and the square of the average error in the proposed method compared to
other methods. The stage considered for the following results is stage 1.

As can be seen, the proposed method with the number of 900 users as input has MAE = 0.73 and RMSE =
0.95 according to the predictions made. As can be seen, the accuracy of the proposed method is much better than
the other methods stated in the table. (10) Also, in Table 11, the average amount of prediction errors using the
evaluation criteria of the average real error and the square of the average error in the proposed method compared to
other methods have been calculated by considering step number 2.

As can be seen, the proposed method with the number of 900 users as input has MAE = 0.73 and RMSE = 0.95
according to the predictions made. As can be seen, the accuracy of the proposed method is far better than the other
methods stated in the Table 11. In the Table 12, the average prediction errors have been calculated by using the
evaluation criterion of the average real error and the square of the average error in the proposed method compared to

Table 8: Comparison of the average real error and square average error in the proposed method with other methods with the number of
users = 500 (step 1)

Method Random
classification

Näıve
Bayes

Multimodal
decision
tree

Quadratic
decision
tree

Proposed
Method

MAE 0.87 0.835 0.845 0.83 0.76
MSE 1.1 1.03 1.09 1.03 1.03
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Table 9: Comparison of the average real error and square average error in the proposed method with other methods with the number of
users = 500 (step 2)

Method Random
classification

Näıve
Bayes

Multimodal
decision
tree

Quadratic
decision
tree

Proposed
Method

MAE 0.87 0.839 0.85 0.83 0.76
MSE 1.1 1.06 1.09 1.06 1.03

Table 10: Comparison of the average real error and square average error in the proposed method with other methods with the number of
users = 500 (step 3)

Method Random
classification

Näıve
Bayes

Multimodal
decision
tree

Quadratic
decision
tree

Proposed
Method

MAE 0.87 0.84 0.86 0.83 0.76
MSE 1.09 1.06 1.08 1.06 1.03

Table 11: Comparison of the average real error and square average error in the proposed method with other methods with the number of
users = 900 (step 1)

Method Random
classification

Näıve
Bayes

Multimodal
decision
tree

Quadratic
decision
tree

Proposed
Method

MAE 0.86 0.83 0.83 0.83 0.73
MSE 1.04 1.01 1.01 1.01 0.95

Table 12: Comparison of the average real error and square average error in the proposed method with other methods with the number of
users = 900 (step 2)

Method Random
classification

Näıve
Bayes

Multimodal
decision
tree

Quadratic
decision
tree

Proposed
Method

MAE 0.82 0.82 0.82 0.82 0.73
MSE 1.04 1.01 1.01 1.01 0.95
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Table 13: Comparison of the average real error and square average error in the proposed method with other methods with the number of
users = 900 (step 3)

Method Random
classification

Näıve
Bayes

Multimodal
decision
tree

Quadratic
decision
tree

Proposed
Method

MAE 0.82 0.82 0.82 0.82 0.73
MSE 1.04 1.01 1.01 1.01 0.95

Figure 5: Evaluation of the proposed method with other methods with the number of 100 users.

other methods, taking step 3 into account.

As can be seen, the proposed method with the number of 900 users as input has MAE = 0.73 and RMSE = 0.95
according to the predictions that have been made. As can be seen, the accuracy of the proposed method is much
better than the other methods stated in the Table 13.

Figure 5 shows a summary of the evaluation of the proposed method based on the average true error criterion with
other methods with the number of 100 users. Also, Figure 6 provides a summary of the evaluations related to steps
1, 2, and 3 with the number of 500 users. Finally, We can observe a summary of the evaluations related to steps 1, 2,
and 3 with the number of 900 users in Figure 7.

According to the evaluations made on the proposed method and comparison with other recent research that was
done in 2014 and 2015, in Figure 8 the actual error rate (average of the actual error) of the proposed method with
other basic methods such as Algorithms of a decision tree, Naive Bayes, random classification [13] and also algorithms
such as SVD and ApproSVD have been compared [27].

Also, RMSE of the proposed method in comparison with other methods is shown in the Figure 9. As can be seen
from the figure above, the MAE in the proposed method is equal to 0.35, which compared to other methods of a
decision tree, Näıve Bayes, random classification, SVD method, and ApproSVD method is about 0.51, 0.54, 0.57, and
0.425 respectively. and has improved by 0.43.

The amount of RMSE in the proposed method is equal to 0.59, which has improved by 0.5, 0.54, 0.6, 0.385, and
0.39, respectively, compared to other methods of a decision tree, Näıve Bayes, random classification, SVD method,
and ApproSVD method. As can be seen, the proposed method has performed better than other methods. In another
experiment, the results of the proposed method have been evaluated and compared with the method presented in the
article [14]. In this paper,authors presented a neural network for a movie recommendation system. Table 14 shows
the comparison of the proposed method using the deep neural network and random forest methods with the methods
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Figure 6: Evaluations related to steps 1, 2, and 3 with the number of 500 users.

Figure 7: Evaluations related to steps 1, 2, and 3 with the number of 900 users.
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Figure 8: MAE Comparison.

Figure 9: RMSE Comparison.
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Table 14: The comparison based on recommended method on DNN with Scikit-Learn and Tensor Flow methods.

Method Type of recommender system MAE Processing Time(s)

Scikit -learn
Typical recommender system

0.88 31.49
TensorFlow 0.88 104.336
Scikit -learn

Recommender system based on neural network
1.43 6264.01

TensorFlow 0.76 136.28
Proposed Method Based on the proposed deep neural network 0.35 99.021

presented in the article [14] such as Scikit-Learn, and TensorFlow. Scikit-Learn is a basic machine learning tool with
many ready-to-call libraries and functions and powerful and fast math capabilities. TensorFlow is a tool that has
emerged in recent years with the development of deep learning.

As can be seen from Table 14, the MAE of the proposed method compared to other methods Scikit-Learn and
TensorFlow basedon neural network and without applying neural network performs better. The processing time of
the proposed method is less than other methods.

6 Conclusion

In the category of internet marketing, to present a product in the internet market, it must be easily retrieved by
search engines. The more easily the products are retrieved in these search engines, the easier they can be offered to the
applicants of this product and capture a higher share of this internet market. Product tags are the most basic part of
a product used by search engines. Tags or labels express the nature of the product and the important characteristics
of the product. In addition, tags are indexed by search engines and are known as product descriptors. In addition, the
more suitable tags are intended for products, the better they can be recognized by search engines. And get more share
of internet marketing. In this article, tag recommendations are provided to improve the internet retrieval of products.

The main goal of the current paper is to present a hybrid tag recommendation model to improve Internet (network)
marketing strategy by using DNNs to overcome the cold start problem in online store networks of products such as
movies suitable for new users with acceptable accuracy as suggestions by using a combination of suggestion systems.
It has been proposed as well as the use of data mining techniques such as a deep neural network. In this research, the
researcher has been able to present videos based on tags for the new users using similarity criteria and deep learning
algorithms, which is more accurate than other methods that have been done so far. Therefore, when a new user enters
the system considering that he has not rated any product and is facing a cold start, the proposed method first uses the
clustering algorithm and using the capabilities of the boosting method, based on the demographic information of the
user, to select the desired cluster for the user determines and then extracts the closest similar users using a composite
similarity measure. Finally, by using a prediction strategy such as a deep neural network and based on the scores
provided by neighboring users to each product and combining with the degree of similarity of neighboring users with
the new user based on the weighting applied in the previous step, the desired score for each product by the new user
It is predicted and after sorting, it presents related products. According to the simulation done to provide attractive
products to new users who are facing a cold start, the proposed method provides relevant and attractive products to
new users at the right time with acceptable accuracy compared to other methods. Therefore, another major problem
is the issue of trust, which is caused by not paying attention to old users compared to new users.

The main goal and final output of this research is a tag recommender system for products that can suggest a series
of tags for different objects and products based on the information available from that object. These tags can be very
useful for introducing objects to information retrieval systems and search engines, increasing sales, and improving
internet marketing strategy. Therefore, as can be seen from Figure (1), to implement the proposer system proposed to
provide tags to users, first the dataset or data set is entered into the proposed system. Then the pre-processing process
is done on the data. In the pre-processing stage, non-numerical variables such as protocol type should be converted into
numerical variables. For this type of transformation, there are two main binary and histogram-based methods (Target-
based), which, due to the disadvantages of the binary method, the Target-based method is used. In this method, each
non-numerical variable is replaced by a number, and then the probability of its repetition (the corresponding histogram)
is considered a numerical value. At this stage, considering that the accuracy of the suggestions should be increased,
the data is normalized so that their values are between 0 and 1. After data normalization, the similarity between
users is calculated. For this purpose, matching relationships based on users’ demographic information are used. In the
next step, training and testing samples are separated for training and testing deep neural networks and random forest
algorithms. Training samples are used to train a deep neural network and random forest algorithms, and test samples
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are used to evaluate the produced models. Finally, based on the training and experimental samples, models of deep
neural networks and random forest algorithms are produced. With the help of generated models, tags are proposed
for new entries.

References

[1] D L. Abd Al-Nabi and S Sh. Ahmed, Deep learning for big weather data analyzing and forecasting, Int. J. Nonlinear
Anal. Appl. In Press (2023), doi: 10.22075/ijnaa.2023.30013.4313.

[2] F.M. Belém, A.G. Heringer, J.M. Almeida, and M.A. Gonçalves, Exploiting syntactic and neighbourhood attributes
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