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#### Abstract

A new class of nonlinear set-valued variational inclusions involving $(A, \eta)$-monotone mappings in a Banach space setting is introduced, and then based on the generalized resolvent operator technique associated with $(A, \eta)$ monotonicity, the existence and approximation solvability of solutions using an iterative algorithm and fixed pint theory is investigated.


## 1. Introduction

Resolvent operator techniques have been applied to studying nonlinear variational inequality/inclusion problems, including problems from model equilibria in economics, optimization and control theory, operations research, transportation network modeling, mathematical programming, and engineering sciences. Recently, Agarwal et al. [5,6] applied the resolvent operator technique to studying sensitivity analysis for qusi-variational inclusions involving strongly monotone mappings, without any differentiability assumptions on solution variables with respect to perturbation parameters. The aim of this paper is to present the sensitivity analysis for the relaxed cocoercive quasi-variational inclusions based on an application of the generalized resolvent operator technique. The framework of the generalized resolvent operator technique heavily relies on A-monotonicityjust recently introduced by the author [8] is more general the existing general class of maximal monotone mappings, so it further empowers the resolvent operator technique. Furthermore, the class of A-monotone mappings generalizes recently introduced and studied notion of the H monotone mappings by Fang and Huang [14,15,16,19] as well.In recently years, much attention has been given to develop general techniques for the sensitivity analysis of solution set of various classes of variational inequalities (inclusions)point of view, sensitivity properties of various classes of variational inequalities can provide new insight concerning the problem being studied and can stimulate ideas for solving problems. The sensitivity analysis of solution set for variational inequalities have been studied extensively by many authors using quite different techniques. By using the projection technique, Defermos [11], studied the sensitivity analysis of solution

[^0]of some classes of variational inequalities with single-valued mappings.By using resolvent operator technique, Adly [1] and Agarwal et al. [5] studied the sensitivity analysis of solution of some classes of quasi-variational inclusions involving singlevalued mappings.

## 2. Preliminaries

We assume that $X$ is real Banach space equipped with norm $\|\|,. X^{*}$ is the topological dual space of $X, C(X)$ is the family of all nonempty compact subsets of $X,\langle.,$.$\rangle is the dual pair between X$ and $X^{*}$ and $2^{X}$ is the power set of $X, H(.,$.$) is$ the Hausdroff metric on $C(X)$, defined by

$$
H(A, B)=\max \left\{\sup _{x \in A} \inf _{y \in B} d(x, y), \sup _{y \in B} \inf _{x \in A} d(x, y)\right\}
$$

where $A, B \in C(X)$, assume that $J: X \rightarrow 2^{X^{*}}$ is the normalized duality mapping defined by

$$
J(x)=\left\{f \in X^{*}:\langle x, f\rangle=\|x\|^{2},\|x\|=\|f\|\right\}
$$

$x \in X$.
Definition 2.1. A mapping $\eta: X \times X \rightarrow X$ is said to be
(i) monotone if

$$
\langle x-y, \eta(x, y)\rangle \geq 0
$$

(ii) strictly monotone if

$$
\langle x-y, \eta(x, y)\rangle \geq 0
$$

and equality holds if and only if $x=y$.
(iii) $\delta$-strongly monotone if there exists $\delta>0$ such that

$$
\langle x-y, \eta(x, y)\rangle \geq \delta\|x-y\|^{2} .
$$

(iv)Lipschitz continuous if there exists $\tau>0$ such that

$$
\|\eta(x, y)\| \leq \tau\|x-y\|
$$

Definition 2.2. Let $\eta: X \times X \rightarrow X^{*}$ be a single-valued map. Then a mapping $A: X \rightarrow X$ is said to be
(i) monotone if

$$
\langle A x-A y, x-y\rangle \geq 0
$$

for any $x, y \in X$
(ii) $\eta$-monotone if

$$
\langle A x-A y, \eta(x, y)\rangle \geq 0
$$

for any $x, y \in X$
(iii) strictly $\eta$-monotone if

$$
\langle A x-A y, \eta(x, y)\rangle \geq 0
$$

for any $x, y \in X$ and equality holds if and only if $x=y$
(iv) $\delta$ - strongly $\eta$-monotone if there exists $\delta>0$ such that

$$
\langle A x-A y, \eta(x, y)\rangle \geq \delta\|x-y\|^{2}
$$

for any $x, y \in X$.
Definition 2.3. [19] Let $T, A: x \rightarrow X$ be a single-valued operator. $T$ is said to be
(i) monotone if

$$
\langle T(x)-T(y), x-y\rangle \geq 0, \forall x, y \in X
$$

(ii) $r$-strongly monotone if, there exists a constant $r>0$ such that

$$
\langle T(x)-T(y), x-y\rangle \geq r\|x-y\|^{2}, \forall x, y \in X
$$

(iii) $m$-relaxed cocoercive with respect to $A$, if there exists a constant $m>0$ such that

$$
\langle T(x)-T(y), A(x)-A(y)\rangle \geq(-m)\|T(x)-T(y)\|^{2}, \forall x, y \in X
$$

(iv) $(\epsilon, \alpha)$-relaxed cocoercive with respect to $A$, if there exist constants $\epsilon, \alpha>0$ such

$$
\langle T(x)-T(y), A(x)-A(y)\rangle \geq(-\epsilon)\|T(x)-T(y)\|^{2}+\alpha\|x-y\|^{2}, \forall x, y \in X
$$

Definition 2.4. [18]
Let $\eta: X \times X \rightarrow X^{*}$ and $A, H: X \rightarrow X$ be single-valued mappings. A set-valued mapping $M: X \rightarrow 2^{X}$ is said to be:
(i) monotone if

$$
\langle u-v, x-y\rangle \geq 0
$$

for any $x, y \in X$ and $u \in M x, v \in M y$.
(ii) $\eta$-monotone if

$$
\langle u-v, \eta(x, y)\rangle \geq 0
$$

for any $x, y \in X$ and $u \in M x, v \in M y$.
(iii) strictly $\eta$-monotone if

$$
\langle u-v, \eta(x, y)\rangle \geq 0
$$

for any $u \in M x, v \in M y$ except for $x=y$;
(iv) $r$-strongly $\eta$-monotone, if there exists a positive constant $r$ such that if

$$
\langle u-v, \eta(x, y)\rangle \geq r\|x-y\|^{2}
$$

for all $x, y \in X$ and $u \in M x, v \in M y$
(v) $(m, \eta)$-relaxed monotone, if there is a positive constant $m$ such that

$$
\langle u-v, \eta(x, y)\rangle \geq(-m)\|x-y\|^{2}
$$

for all $x, y \in X$ and $u \in M x, v \in M y$
(vi) maximal monotone, if $M$ is monotone and $(I+\lambda M)(X)=X$ for all $\lambda>0$ where $I$ denotes the identity mapping on $X$;
(vii) maximal $\eta$-monotone, if $M$ is $\eta$-monotone and $(I+\lambda M)(X)=X$ for all $\lambda>0$
(viii) $A$-monotone, if $M$ is $(m)$-relaxed monotone and $(A+\lambda M)(X)=X$ for all $\lambda>0$
(ix) $(A, \eta)$-monotone, if $M$ is $(m, \eta)$-relaxed monotone and $(A+\lambda M)(X)=X$ for all $\lambda>0$
(x) $H$-monotone, if $M$ is monotone and $(H+\lambda M)(X)=X$ for all $\lambda>0$
(xi) $(H, \eta)$-monotone, if $M$ is $\eta$-monotone and $(H+\lambda M)(X)=X$ for all $\lambda>0$

Definition 2.5. Let $\eta: X \times X \rightarrow X$ be a single-valued mapping, $A: X \rightarrow X$ be a strictly $\eta$-monotone mapping and $M: X \rightarrow 2^{X}$ be an $(A, \eta)$-monotone mapping. The resolvent operator $J_{M, \lambda}^{A, \eta}: X \rightarrow X$ is defined by

$$
J_{M, \lambda}^{A, \eta}(z)=(A+\lambda M)^{-1}(z)
$$

Theorem 2.6. [11] Let $A: X \rightarrow X$ be an $r$-strongly $\eta$-monotone operator and $M: X \rightarrow 2^{X}$ a $A-\eta$-monotone set-valued map. Then
(a) $\langle u-v, \eta(x, y)\rangle \geq 0$ for any $(v, y) \in \operatorname{Graph}(M)$ implies $(u, x) \in \operatorname{Graph}(M)$.
(b) the map $(A+\lambda M)^{-1}$ is single-valued for all $\lambda>0$.

Proposition 2.7. [18] Let $\eta: X \times X \rightarrow X$ be a $\tau$-Lipschitz continuous mapping, $A$ : $X \rightarrow X$ be an $(r, \eta)$-strongly monotone mapping and $M: X \rightarrow 2^{X}$ be an $(A, \eta)$ monotone mapping. Then the resolvent operator $J_{M, \lambda}^{A, \eta}: X \rightarrow X$ is $\frac{\tau}{r-\lambda m}$ Lipschitz continuous, that is,

$$
\left\|J_{M, \lambda}^{A, \eta}(x)-J_{M, \lambda}^{A, \eta}(y)\right\| \leq \frac{\tau}{r-\lambda m}\|x-y\|
$$

for all $x, y \in X$.
Proposition 2.8. [12] Let $X$ be a real uniformly smooth Banach space and let $J: X \rightarrow X^{*}$ be be the normalized duality mapping. Then for all $x, y \in X$ we have
(a) $\|x+y\|^{2} \leq\|x\|^{2}+2\langle y, J(x+y)\rangle$;
(b) $\langle x-y, J x-J y\rangle \leq 2 d^{2} \rho_{X}(t)(4\|x-y\| / d)$ where,$d=\sqrt{\left(\|x\|^{2}+\|y\|^{2}\right) / 2}$,

$$
\rho_{X}(t)=\sup \{((\|x\|+\|y\|) / 2)-1:\|x\|=1,\|y\|=t\}
$$

is called the modulus of smoothness of $X$.

## 3. Parametric quasi-variational-like inclusions problem.

In this section we shall introduce a parametric generalized implicit quasi- variationallike inclusions involving $(A, \eta)$-monotone operators in Banach spaces. In what follows, unless otherwise specified, we always assume that $X$ is real Banach spaces.

Let $\Omega$ be nonempty open subsets of $X$ in which the parameter $\omega$ take value, let $A: X \rightarrow X, \eta: X \times X \rightarrow X, S, T: X \times X \times \Omega \rightarrow X$ and $g, m: X \times \Omega \rightarrow X$ be singlevalued mappings. Suppose that $g \neq 0$ and let $B, C, D, E, F: X \times \Omega \rightarrow C(X)$ be set-valued mappings. Suppose that $M: X \times X \times \Omega \rightarrow 2^{X}$ such that $(p, \omega) \in X \times \Omega$, $M(., p, \omega): X \rightarrow 2^{X}$ is $(A, \eta)$-monotone and $\operatorname{Rang}(g-m)(x, \omega) \in \operatorname{domain} M(., p, \omega)$ for any $(x, \omega) \in X \times \Omega$.
For each $(f, \omega) \in X \times \Omega$ and we consider the parametric quasi-variational-like inclusion problem (PQVLIP for short):
for each $(f, \omega) \in X \times \Omega$ and find $(x, y, z, r, u, v)$ such that $y \in B(x, \omega)$, $z \in C(x, \omega), r \in D(x, \omega), u \in E(x, \omega), v \in F(x, \omega)$

$$
f \in S(y, z, \omega)-T(r, u, \lambda)+M((g-m)(x, \omega), v, \omega)
$$

Some special cases of PQVLIP:
I. If $X=H$ is a Hilbert space, $A=I$ the identity map, and
$\eta(x, t)=x-t$ for any $t \in H$, then PQVLIP reduces to the problem of finding $(x, y, z, r, u, v)$ such that $y \in B(x, \omega), z \in C(x, \omega), r \in D(x, \omega)$, $u \in E(x, \omega), v \in F(x, \omega)$ and

$$
f \in S(y, z, \omega)-T(r, u, \lambda)+M((g-m)(x, \omega), v, \omega)
$$

which has been studied by Liu [15].
II. If $f=0, u=T(u, v, \lambda), B=C=D=E=F=g=m$, then PQVLIP reduces to the problem of finding $(x, y, z, r, u, v)$ such that $y \in B(x, \omega), z \in C(x, \omega), r \in$ $D(x, \omega), u \in E(x, \omega), v \in F(x, \omega)$ and

$$
0 \in S(y, z, \omega)-u+M((g-m)(x, \omega), v, \omega)
$$

which has been studied by Heng-you Lan [12].
III. If $X=H$ a Hilbert space, $B=I$ is an identity and $\eta(x, t)=x-t$ for any $t \in H, T_{1}=0$ zero map,$f=0$ then PQVLIP reduces to the problem of finding $(x, y, z, r, s)$ such that $y \in B(x, \omega), z \in C(x, \omega), v \in F(x, \omega)$ such that $(g-m)(x) \in \operatorname{domain} M($.$) and$

$$
0 \in S(y, z)+M(v)
$$

which has been studied by verma [18].
IV. If $X=H, B=I, f=0$ and $T=C=D=E=F=m=0$ and $B(x, \omega)=x, S(y, z, \omega)=S(y, \omega), M(x, y, \omega)=W(x, \omega)$, where $S: H \times \Omega \rightarrow H, W:$ $H \times \Omega \rightarrow 2^{H}$ then PQVLIP reduces to the problem of finding $x=x(\omega) \in H$ such that $g(x, \omega) \in \operatorname{domain} M(., \omega)$ and

$$
0 \in S(x, \omega)+W(g(x, \omega), \omega)
$$

which has been studied by Adly [1].
Definition 3.1. A set-valued mapping $B: X \times \Omega \rightarrow C(X)$ is said to be $s$ - H Lipschitz continuous, if there exists constant $s>0$ such that

$$
H\left(B\left(x_{1}, \omega\right), B\left(x_{2}, \omega\right)\right) \leq s\left\|x_{1}-x_{2}\right\|
$$

## 4. Existence and convergence

In this section we will prove existence for solution of problem. We have the following characterization of solution of problem.
Lemma 4.1. Let $X$ be a real Banach space then the following conclusions are equivalent to each other:
(i) $(x, y, z, r, u, v)$ is solution of variational inclusion problem.
(ii) $x=(g-m)(x, \omega)+J_{\rho}^{M}(., v, \omega)[A(x)-\rho S(y, z, \omega)+\rho T(r, u, \omega)+\rho f]$.
(iii) The map of $G: X \times \Omega \rightarrow 2^{X}$ defined by

$$
G(t, \omega)=f-S(y, z, \omega)+T(r, u, \omega)-M((g-m)(x, \omega), v, \omega)+t
$$

such that $y \in B(x, \omega), z \in C(x, \omega), r \in D(x, \omega), u \in E(x, \omega), v \in F(x, \omega)$ and $(t, \omega) \in X \times \Omega$ then $x \in X$ is a fixed point of $G$.

Proof. $(i \leftrightarrow i i)$ Suppose that $(x, y, z, r, u, v$,$) is a solution of problem then$

$$
\begin{array}{r}
f \in S(y, z, \omega)-T(r, u, \omega)+M((g-m)(x, \omega), v, \omega) \Leftrightarrow \\
\rho f \in \rho S(y, z, \omega)-\rho T(r, u, \omega)+\rho M((g-m)(x, \omega), v, \omega) \Leftrightarrow \\
A(x)+\rho f-\rho S(y, z, \omega)+\rho T(r, u, \omega) \in A(x)-\rho \varphi((g-m)(x, \omega), v, \omega) \Leftrightarrow \\
x-(g-m)(x, \omega)=J_{\rho}^{M(\cdot, v, \omega)}[A(x)-\rho S(y, z, \omega)+\rho T(r, u, \omega)+\rho f] \Leftrightarrow \\
x=(g-m)(x, \omega)+J_{\rho}^{M(., v, \omega)}[A(x)-\rho S(y, z, \omega)+\rho T(r, u, \omega)+\rho f]
\end{array}
$$

( $i \leftrightarrow i i i)$ If $(x, y, z, r, u, v)$ is a solution of the problem then

$$
\begin{array}{r}
f \in S(y, z, \omega)-T(r, u, \omega)+M((g-m)(x, \omega), v, \omega) \Leftrightarrow \\
0 \in f-S(y, z, \omega)-T(r, u, \omega)-M((g-m)(x, \omega), v, \omega) \Leftrightarrow \\
x \in f-S(y, z, \omega)+T(r, u, \omega)-M((g-m)(x, \omega), v \omega)+x \Leftrightarrow \\
x \in G(x, \omega)
\end{array}
$$

therefore $x \in X$ is a fixed point of $G$. so this completes the proof.

Lemma 4.2. [10] Let $\left\{c_{n}\right\}$ and $\left\{k_{n}\right\}$ be real sequences of nonnegative number such that satisfy the following conditions:
(i) $0 \leq k_{n}<1, n=0,1,2, \ldots$ and $\lim \sup k_{n}<1$
(ii) $c_{n+1} \leq k_{n} c_{n}, n=0,1,2, \ldots$

Then $c_{n} \rightarrow 0$ as $n \rightarrow \infty$

## Algorithm (I)

For any given $\left(x_{0}, y_{0}, z_{0}, r_{0}, u_{0}, v_{0}\right)$ such that $x_{0} \in X$ and $y_{0} \in A\left(x_{0}, \omega\right), z_{0} \in$ $B\left(x_{0}, \omega\right), r_{0} \in C\left(x_{0}, \omega\right), u_{0} \in D\left(x_{0}, \omega\right), v_{0} \in F\left(x_{0}, \omega\right)$ define iterative sequences $\left\{x_{n}\right\},\left\{y_{n}\right\},\left\{z_{n}\right\},\left\{r_{n}\right\},\left\{u_{n}\right\},\left\{v_{n}\right\}$
$x_{n+1}=\alpha_{n}\left(x_{n}-(g-m)\left(x_{n}, \omega\right)\right)+\left(1-\alpha_{n}\right) J_{\rho}{ }^{M\left(\cdot, v_{n}, \omega\right)}\left(x_{n}-\rho S\left(y_{n}, z_{n}, \omega\right)+\rho T\left(r_{n}, u_{n}, \omega\right)+\rho f\right)$ and

$$
\begin{aligned}
& y_{n} \in B\left(x_{n}, \omega\right),\left\|y_{n+1}-y_{n}\right\| \leq \alpha_{n} H\left(B\left(x_{n+1}, \omega\right), B\left(x_{n}, \omega\right)\right), \\
& z_{n} \in C\left(x_{n}, \omega\right),\left\|z_{n+1}-z_{n}\right\| \leq \alpha_{n} H\left(C\left(x_{n+1}, \omega\right), C\left(x_{n}, \omega\right)\right), \\
& r_{n} \in D\left(x_{n}, \omega\right),\left\|r_{n+1}-r_{n}\right\| \leq \alpha_{n} H\left(D\left(x_{n+1}, \omega\right), D\left(x_{n}, \omega\right)\right),
\end{aligned}
$$

$$
\begin{gathered}
u_{n} \in E\left(x_{n}, \omega\right),\left\|u_{n+1}-u_{n}\right\| \leq \alpha_{n} H\left(E\left(x_{n+1}, \omega\right), E\left(x_{n}, \omega\right)\right), \\
v_{n} \in F\left(x_{n}, \omega\right),\left\|v_{n+1}-v_{n}\right\| \leq \alpha_{n} H\left(F\left(x_{n+1}, \omega\right), F\left(x_{n}, \omega\right)\right),
\end{gathered}
$$

$0 \leq \alpha_{n}<1$ and $\lim \sup \alpha_{n}<1$

## Algorithm (II)

Define multifunction $G: X \times \Omega \rightarrow 2^{X}$ by

$$
G(t, \omega)=f-S(y, z, \omega)+T(r, u, \omega)-M((g-m)(x, \omega), v, \omega)+t
$$

for all $(t, \omega) \in X \times \Omega$. For any given $\left(x_{0}, y_{0}, z_{0}, r_{0}, u_{0}, v_{0}\right)$ we consider iterative sequences as following

$$
x_{n+1} \in G\left(x_{n}, \omega\right)
$$

and for a sequence $0<a_{n}<1$ for all $n=1,2, \ldots$ and

$$
\begin{gathered}
y_{n} \in B\left(x_{n+1}, \omega\right), y_{n+1}=a_{n} y_{n}+\left(1-a_{n}\right) S\left(y_{n}, z_{0}, \omega\right) \\
z_{n} \in C\left(x_{n+1}, \omega\right), z_{n+1}=a_{n} z_{n}+\left(1-a_{n}\right) S\left(y_{0}, z_{n}, \omega\right) \\
r_{n} \in D\left(x_{n+1}, \omega\right), r_{n+1}=a_{n} r_{n}+\left(1-a_{n}\right) T\left(r_{n}, u_{0}, \omega\right) \\
u_{n} \in E\left(x_{n+1}, \omega\right), u_{n+1}=a_{n} u_{n}+\left(1-a_{n}\right) T\left(y_{0}, u_{0}, \omega\right) \\
v_{n} \in F\left(x_{n+1}, \omega\right), v_{n+1}=a_{n} v_{n}+\left(1-a_{n}\right) M\left((g-m)\left(x_{0}, \omega\right), v_{n}, \omega\right)
\end{gathered}
$$

Theorem 4.3. Let $\eta: X \times \Omega \rightarrow X$ be a Lipschitz continuous operator with constant $\tau$. Let $A: X \times \Omega \rightarrow X$ be a strongly $\eta$-monotone, Lipschitz continuous operator with constants $\gamma, \sigma$.Let $g, m: X \times \Omega \rightarrow X$ such that $g-m$ is $s$-relaxed cocoercive in the first argument.Let $B, C, D, E, F: X \times \Omega \rightarrow C(X)$ be (H)-Lipschitz continuous in the first argument with constants $L_{B}, L_{C}, L_{D}, L_{E}, L_{F}>0$ respectively. Let $M: X \times \Omega \rightarrow 2^{X}$ be a $(A, \eta)$-monotone and let $S: X \times X \times \Omega \rightarrow X$ be an operator such that for any given $(x, y, \omega) \in X \times \Omega, S$ is $\delta$-relaxed cocoercive and Lipschitz continuous with respect to first and second variables with constants $\alpha_{1}>0, \beta_{1}>0$ respectively and $(s, H)$ Lipschitz continuous $T: X \times X \times \Omega \rightarrow X$ be an operator such that for any given $(x, y, \omega) \in X \times \Omega, T$ is Lipschitz continuous with respect to first and second variables with constants $\alpha_{2}>0, \beta_{2}>0$ respectively and $(s, H)$ Lipschitz continuous.If $\left(x_{n}, y_{n}, z_{n}, r_{n}, u_{n}, v_{n}\right)$ be sequences that generated by Algorithm $(I)$ and hold the following conditions

$$
\left\{\begin{array}{l}
\lambda>0, \\
\frac{\gamma}{\lambda}>m, \\
0<s<\frac{1}{2}, \rho>0, \delta>0,2\left(\alpha_{1} L_{B}+\beta_{1} L_{C}\right)<\frac{1}{\rho \delta} \\
0<\left(\frac{1}{\sqrt{1-2 s}}\right)\left(\frac{\tau}{\gamma-\lambda m}\right) \sqrt{\left(1-2 \rho \delta s\left(\alpha_{1} L_{B}+\beta_{1} L_{C}\right)\right)}<1
\end{array}\right.
$$

then theses sequences converge strongly to the unique solution $(x, y, z, r, u, v)$ of problem and there exists $d \in[0,1)$ such that

$$
\left\|x_{n}-x\right\| \leq d^{n}\left\|x_{0}-x\right\|
$$

for all $n>0$.

## Proof.

Let $(x, y, z, r, u, v)$ be a unique solution of problem.It follows from lemma12 that

$$
\begin{aligned}
& \left\|x_{n+1}-x\right\|=\| \alpha_{n}\left(x_{n}-(g-m)\left(x_{n}, \omega\right)\right)+\left(1-\alpha_{n}\right) J_{\rho}^{M}\left(x_{n}-\rho S\left(y_{n}, z_{n}, \omega\right)+\rho T\left(r_{n}, u_{n}, \omega\right)+\rho f\right)- \\
& \quad\left[\alpha_{n}(x-(g-m)(x, \omega))+\left(1-\alpha_{n}\right) J_{\rho}^{M}(x-\rho S(y, z, \omega)+\rho T(r, u, \omega)+\rho f)\right] \| \leq \\
& \alpha_{n}\left\|x_{n}-x-\left((g-m)\left(x_{n}, \omega\right)-(g-m)(x, \omega)\right)\right\|+\left(1-\alpha_{n}\right) \| J_{\rho}^{M}\left(x_{n}-\rho S\left(y_{n}, z_{n}, \omega\right)+\rho T\left(r_{n}, u_{n}, \omega\right)+\rho f\right)- \\
& J_{\rho}^{M}(x-\rho S(y, z, \omega)+\rho T(r, u, \omega)+\rho f)\left\|\leq \alpha_{n}\right\| x_{n}-x-\left((g-m)\left(x_{n}, \omega\right)-(g-m)(x, \omega)\right) \|+ \\
& \left(1-\alpha_{n}\right)\left(\frac{\tau}{\gamma-\lambda m}\right)\left\|x_{n}-\rho S\left(y_{n}, z_{n}, \omega\right)+\rho T\left(r_{n}, u_{n}, \omega\right)+\rho f-[x-\rho S(y, z, \omega)+\rho T(r, u, \omega)+\rho f]\right\| \Rightarrow \\
& \begin{array}{c}
\alpha_{n}\left\|x_{n}-x-\left((g-m)\left(x_{n}, \omega\right)-(g-m)(x, \omega)\right)\right\|+\left(1-\alpha_{n}\right)\left(\frac{\tau}{\gamma-\lambda m}\right) \| x_{n}-\rho S\left(y_{n}, z_{n}, \omega\right)+\rho T\left(r_{n}, u_{n}, \omega\right) \\
\quad-x+\rho S(y, z, \omega)-\rho T(r, u, \omega) \| \leq \\
\alpha_{n}\left\|x_{n}-x-\left((g-m)\left(x_{n}, \omega\right)-(g-m)(x, \omega)\right)\right\|+\left(1-\alpha_{n}\right)\left(\frac{\tau}{\gamma-\lambda m}\right) \| x_{n}-x- \\
\quad\left[\rho S\left(y_{n}, z_{n}, \omega\right)-\rho S\left(y_{n}, z_{n}, \omega\right)\right]+\rho T\left(r_{n}, u_{n}, \omega\right)-\rho T(r, u, \omega) \| \leq \\
\alpha_{n}\left\|x_{n}-x-\left((g-m)\left(x_{n}, \omega\right)-(g-m)(x, \omega)\right)\right\|+\left(1-\alpha_{n}\right)\left(\frac{\tau}{\gamma-\lambda m}\right)\left\{\| x_{n}-x-\right. \\
\left.\quad\left(\rho S\left(y_{n}, z_{n}, \omega\right)-\rho S\left(y_{n}, z_{n}, \omega\right)\right)\|+\| \rho T\left(r_{n}, u_{n}, \omega\right)-\rho T(r, u, \omega) \|\right\}
\end{array}
\end{aligned}
$$

on the other hand

$$
\begin{gathered}
\left\|-\left((g-m)\left(x_{n}, \omega\right)-(g-m)(x, \omega)\right)\right\|^{2} \leq \\
\left\|x_{n}-x\right\|^{2}-2\left\langle(g-m)\left(x_{n}, \omega\right)-(g-m)(x, \omega), J\left(x_{n}-x\right)\right\rangle \leq
\end{gathered}
$$

$$
(1-2 s)\left\|x_{n}-x\right\|^{2}
$$

and also

$$
\begin{gathered}
\left\|x_{n}-x-\left(\rho S\left(y_{n}, z_{n}, \omega\right)-\rho S\left(y_{n}, z_{n}, \omega\right)\right)\right\|^{2} \leq \\
\left\|x_{n}-x\right\|^{2}-2 \rho\left\langle S\left(y_{n}, z_{n}, \omega\right)-S\left(y_{n}, z_{n}, \omega\right), J\left(x_{n}-x\right)\right\rangle \leq \\
\left(1-2 \rho \delta\left(\alpha_{1}\left\|y_{n}-y_{n-1}\right\|+\beta_{1}\left\|z_{n}-z_{n-1}\right\|\right)\right)\left\|x_{n}-x\right\| \leq \\
\left(1-2 \rho \delta\left(\alpha_{1} H\left(B\left(x_{n+1}, \omega\right), B\left(x_{n}, \omega\right)\right)\left(+\beta_{1} H\left(C\left(x_{n+1}, \omega\right), C\left(x_{n}, \omega\right)\right)\right)\right)\left\|x_{n}-x\right\| \leq\right. \\
\left(1-2 \rho \delta\left(\alpha_{1} L_{B}+\beta_{1} L_{C}\right)\right)\left\|x_{n}-x\right\|^{2}
\end{gathered}
$$

and

$$
\left\|\rho T\left(r_{n}, u_{n}, \omega\right)-\rho T(r, u, \omega)\right\| \leq\left(\alpha_{2} L_{D}+\beta_{2} L_{E}\right)\left\|x_{n}-x_{n-1}\right\|
$$

therefore

$$
\begin{aligned}
& \left\|x_{n+1}-x\right\| \leq \alpha_{n} \sqrt{(1-2 s)}\left\|x_{n}-x\right\|+\left(1-\alpha_{n}\right)\left(\frac{\tau}{\gamma-\lambda m}\right)\left\{\left\|x_{n}-x-\left(\rho S\left(y_{n}, z_{n}, \omega\right)-\rho S\left(y_{n}, z_{n}, \omega\right)\right)\right\|+\right. \\
& \left.\left\|\rho T\left(r_{n}, u_{n}, \omega\right)-\rho T(r, u, \omega)\right\|\right\} \leq \\
& \left\{\alpha_{n} \sqrt{(1-2 s)}+\left(1-\alpha_{n}\right)\left(\frac{\tau}{\gamma-\lambda m}\right)\left\{\sqrt{\left(1-2 \rho \delta s\left(\alpha_{1} L_{B}+\beta_{1} L_{C}\right)\right)}+\left(\alpha_{2} L_{D}+\beta_{2} L_{E}\right)\right\}\left\|x_{n}-x\right\|\right.
\end{aligned}
$$

It follows from conclusions above that

$$
\left\|x_{n+1}-x\right\| \leq \alpha_{n} \sqrt{(1-2 s)}\left\|x_{n}-x\right\|+\left(1-\alpha_{n}\right) k\left\|x_{n}-x\right\|=\left(k+(1-k) \alpha_{n} \sqrt{1-2 s}\right)\left\|x_{n}-x\right\|(*)
$$

where $0 \leq k<1$ is defined by

$$
k:=\left(\frac{1}{\sqrt{1-2 s}}\right)\left(\frac{\tau}{\gamma-\lambda m}\right) \sqrt{\left(1-2 \rho \delta s\left(\alpha_{1} L_{B}+\beta_{1} L_{C}\right)\right)}\left(\alpha_{2} L_{D}+\beta_{2} L_{E}\right)
$$

Let $C_{n}:=\left\|x_{n}-x\right\|$ and $k_{n}:=k+(1-k) \alpha_{n} \sqrt{1-2 s}$. Then by $(*)$ can be rewritten as

$$
c_{n+1} \leq k_{n} c_{n}
$$

for all $n=0,1,2,3, \ldots$ so by lemma11 we know that $\lim \sup k_{n}<1$. It follows from lemma11 that $0 \leq k_{n} \leq d<1$ and

$$
\left\|x_{n}-x\right\| \leq d^{n}\left\|x_{0}-x\right\|
$$

for all $n \geq 0$.

Theorem 4.4. Let $X$ be real Banach space $\eta: X \times X \rightarrow X$ be a Lipschitz continuous operator with constant $\tau$. Let $A: X \times \Omega \rightarrow X$ be a strongly $\eta$-monotone, Lipschitz continuous operator with constants $\gamma, \sigma$. Let $g, m: X \times \Omega \rightarrow X$ such that $g-m$ is $s$ relaxed monotone in the first argument. Let $B, C, D, E, F: X \times \Omega \rightarrow C(X)$ be (H)Lipschitz continuous in the first argument with constants $L_{B}, L_{C}, L_{D}, L_{E}, L_{F}>0$ respectively. Let $S: X \times X \times \Omega \rightarrow X$ be an operator such that for any given $(x, y, \omega) \in X \times \Omega, S$ is $\delta$-relaxed monotone and Lipschitz continuous with respect to first and second variables with constants $\alpha_{1}>0, \beta_{1}>0$ respectively and ( $s, H$ )Lipschitz continuous $T: X \times X \times \Omega \rightarrow X$ be an operator such that for any given $(x, y, \omega) \in X \times \Omega, T$ is $\delta_{2}$-strongly monotone and Lipschitz continuous with respect to first and second variables with constants $\alpha_{2}>0, \beta_{2}>0$ respectively and $(s, H)$ Lipschitz continuous and let $M: X \times \Omega \rightarrow 2^{X}$ be a $(A, \eta)$-monotone and ( $\nu$ )-relaxed monotone with respect to T.If $\left(x_{n}, y_{n}, z_{n}, r_{n}, u_{n}, v_{n}\right)$ be sequences that generated by Algorithm(II) hold the following conditions

$$
\left\{\begin{array}{l}
\delta>0,2\left(\alpha_{1} L_{B}+\beta_{1} L_{C}\right) \leq \frac{1}{\delta} \\
0<\nu<\frac{1}{2} \\
\sqrt{\left(1-2 \delta\left(\alpha_{1} L_{B}+\beta_{1} L_{C}\right)\right.}+\sqrt{(1-2 \nu)\left(\alpha_{2} L_{D}+\beta_{2} L_{E}\right)}<1
\end{array}\right.
$$

then theses sequences strongly converge to the unique solution $(x, y, z, r, u, v)$ of problem.

## Proof.

Let $\left(x_{n}, y_{n}, z_{n}, r_{n}, u_{n}, v_{n}\right)$ be sequences that generated by Algorithm( $I I$ ) so

$$
\begin{gathered}
\left\|x_{n+1}-x_{n}\right\|=\left\|G\left(x_{n}, \omega\right)-G\left(x_{n-1}, \omega\right)\right\|=\| f-S\left(y_{n}, z_{n}, \omega\right)+T\left(r_{n}, u_{n}, \omega\right)- \\
M\left((g-m)\left(x_{n}, \omega\right), v_{n}, \omega\right)+x_{n}-\left(f-S\left(y_{n-1}, z_{n-1}, \omega\right)+T\left(r_{n-1}, u_{n-1}, \omega\right)-\right. \\
M\left((g-m)\left(x_{n-1}, \omega\right), v_{n-1}, \omega\right)+x_{n-1} \| \leq \\
\left\|S\left(y_{n-1}, z_{n-1}, \omega\right)-S\left(y_{n}, z_{n}, \omega\right)+x_{n}-x_{n-1}\right\|+\| T\left(r_{n}, u_{n}, \omega\right)-T\left(r_{n-1}, u_{n-1}, \omega\right)- \\
\left(M\left((g-m)\left(x_{n}, \omega\right), v_{n}, \omega\right)-M\left((g-m)\left(x_{n-1}, \omega\right), v_{n-1}, \omega\right) \| \Rightarrow\right. \\
\left\|S\left(y_{n-1}, z_{n-1}, \omega\right)-S\left(y_{n}, z_{n}, \omega\right)+x_{n}-x_{n-1}\right\|^{2} \leq\left\|x_{n}-x_{n-1}\right\|^{2}- \\
2\left\langle S\left(y_{n-1}, z_{n-1}, \omega\right)-S\left(y_{n}, z_{n}, \omega\right), J\left(x_{n}-x_{n-1}\right)\right\rangle \leq\left\|x_{n}-x_{n-1}\right\|^{2}- \\
2 \delta\left(\alpha_{1}\left\|y_{n}-y_{n-1}\right\|+\beta_{1}\left\|z_{n}-z_{n-1}\right\|\right) \cdot\left\|x_{n}-x_{n-1}\right\| \leq
\end{gathered}
$$

$$
\left(1-2 \delta\left(\alpha_{1} L_{B}+\beta_{1} L_{C}\right)\right)\left\|x_{n}-x_{n-1}\right\|^{2}
$$

On the other hand

$$
\begin{aligned}
& \| T\left(r_{n}, u_{n}, \omega\right)-T\left(r_{n-1}, u_{n-1}, \omega\right)-\left(M\left((g-m)\left(x_{n}, \omega\right), v_{n}, \omega\right)-M\left((g-m)\left(x_{n-1}, \omega\right), v_{n-1}, \omega\right) \|^{2}\right. \\
& \leq\left\|T\left(r_{n}, u_{n}, \omega\right)-T\left(r_{n-1}, u_{n-1}, \omega\right)\right\|^{2}-2\left\langle\left( M\left((g-m)\left(x_{n}, \omega\right), v_{n}, \omega\right)-M\left((g-m)\left(x_{n-1}, \omega\right)\right.\right.\right. \\
& \left.\quad T\left(r_{n}, u_{n}, \omega\right)-T\left(r_{n-1}, u_{n-1}, \omega\right)\right\rangle \leq\left(\alpha_{2}\left\|r_{n}-r_{n-1}\right\|^{2}+\beta_{2}\left\|u_{n}-u_{n-1}\right\|^{2}\right)- \\
& 2 \nu\left\|T\left(r_{n}, u_{n}, \omega\right)-T\left(r_{n-1}, u_{n-1}, \omega\right)\right\|^{2} \leq\left[\left(\alpha_{2} L_{D}+\beta_{2} L_{E}\right)-2 \nu\left(\alpha_{2} L_{D}+\beta_{2} L_{E}\right)\right]\left\|x_{n}-x_{n-1}\right\|^{2},
\end{aligned}
$$

therefore

$$
\left\|x_{n+1}-x_{n}\right\| \leq \sqrt{\left(1-2 \delta\left(\alpha_{1} L_{B}+\beta_{1} L_{C}\right)\right.}+\sqrt{(1-2 \nu)\left(\alpha_{2} L_{D}+\beta_{2} L_{E}\right)}\left\|x_{n}-x_{n-1}\right\|
$$

so there exists $x \in X$ such that $x_{n} \rightarrow x$ and hence for $\left(x_{0}, y_{0}, z_{0}, r_{0}, u_{0}, v_{0}\right)$ we have

$$
\begin{gathered}
\left\|y_{n+1}-y_{n}\right\|=\left\|a_{k} y_{n}+\left(1-a_{k}\right) S\left(y_{n}, z_{0}, \omega\right)-\left(a_{k} y_{n-1}+\left(1-a_{k}\right) S\left(y_{n-1}, z_{0}, \omega\right)\right)\right\|= \\
\left\|a_{k}\left(y_{n}-y_{n-1}\right)+\left(1-a_{k}\right)\left(S\left(y_{n}, z_{0}, \omega\right)-S\left(y_{n-1}, z_{0}, \omega\right)\right)\right\| \leq a_{k}\left\|y_{n}-y_{n-1}\right\|+ \\
\left(1-a_{k}\right)\left\|\left(S\left(y_{n}, z_{0}, \omega\right)-S\left(y_{n-1}, z_{0}, \omega\right)\right) \leq\left(a_{k}+\left(1-a_{k}\right) \alpha_{1}\right)\right\| y_{n}-y_{n-1} \| \leq \\
\left(a_{k}+\left(1-a_{k}\right) \alpha_{1}\right) H\left(B\left(x_{n+1}, \omega\right), B\left(x_{n}, \omega\right)\right) \leq\left(a_{k}+\left(1-a_{k}\right) \alpha_{1}\right) L_{B}\left\|x_{n}-x_{n-1}\right\| .
\end{gathered}
$$

Then there exists $y \in B(x, \omega)$ such that $y_{n} \rightarrow y$, by similar to way we have $z_{n} \rightarrow$ $z, r_{n} \rightarrow r, u_{n} \rightarrow u, v_{n} \rightarrow v$ thus $(x, y, z, r, u, v)$ is solution of problem.
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