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Abstract

Nowadays, effort estimation in software development is of great value and significance in project management. Accurate and appropriate cost estimation not only helps customers trust to invest but also has a significant role in logical decision making during project management. Different models of cost estimation are presented and employed to the date, but the models are application specific. In this paper, a three-phase hybrid approach is proposed to overcome the problem. In the first phase, features are selected using a combination of genetic algorithm and the perceptron neural network. In the second phase, impact factors are associated to each selected feature using multiple linear regression methods which act as coefficients of influence for each feature. In the last and the third phase, the feature weights are optimized by Imperialist Competitive Algorithm. To compare the proposed model for effort estimation with state-of-the-art models, three datasets are chosen as benchmark, namely COCOMO, Maxwell and Albrecht. The datasets are standard and publicly available for assessment. The experiments show promising results and average performance is improved by the proposed model for MMRE performance criterion on the datasets by 23\%, 38\% and 35\%, respectively.
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1. INTRODUCTION

There is usually less chance in controlling, monitoring and programming as planned and predicted in software projects. Therefore, effort estimation is one of the most significant tasks in managing a software project. Efficient management of software projects need an accurate estimation [1]. Since, none of the estimation models is able to estimate the cost of a project accurately, no model is completely trustable in estimation process.

In recent years, researchers have provided lots of models for effort estimation of software development which can be divided into two groups of algorithmic and non-algorithmic. Algorithmic methods are mostly established based on mathematic methods which try to calculate the relation between project factors and development effort based on the mathematics contractions. Regression models such as Multi Linear Regression (MLR), Step Wise Regression (SWR) [2], Regression tree [3] and Software Living Management (SLIM) [4], Constructive Cost Model (COCOMO) [5] and Software Evaluation and Estimation of Resources – Software Estimating Model (SEER-SEM) [6] are some of the well-known algorithmic methods in effort estimation.

Non-algorithmic methods are based on active analysis of factors of software project. Some of the most practical methods are Learning Oriented Models (LOM), Analogy Based Estimation (ABE), and Expert Judgement (EJ). Researchers mostly tend to apply ABC model because it is more simple and practical [7, 8]. The method works based on data comparison of previous projects which are similar to present one. One of the problems of ABE model is that it does not provide a proper estimation for complex and incompatible data collections [9]; The method is unable to cover a vast area of software projects [10].

Some features of a software project make effort estimation process more difficult than they seem to be [11]. Some researches also claim that the constructed models are not necessarily practical for all data collections [12, 13]. Model combination, feature weighting and model weighting are some of the methods which have been more used recently [14].

Lots of methods are provided for effort estimation of software development but unfortunately most of them are not very practical in reality. One of the other challenges is the dependency of the approaches to data collections. In this paper, methods of algorithmic and non-algorithmic are approaches are combined to provide a novel model for effort estimation of software development which is highly practical for real-world scenarios.

Proposed method is explained in three phases. In the first phase, most influential features on development effort of software projects are selected by using both genetic algorithm and MLP neural network. In the second phase, impact factor of features are determined using MLR method with respect to the effect of each feature on project effort. In the final phase, the feature weights are optimized.

The paper is organized in six parts as following. In section 2, state-of-the-art researches and related works are provided. The requirements of the proposed method are stated in section 3. In section 4, the proposed model is explained in details. In section 5, results are discussed and evaluated. Conclusion and future works are mentioned in section 7.
2. RELATED WORKS

Soft computing techniques presented since 1994 [15] such as genetic algorithms and swarm intelligence are also applicable in the domain of software development effort estimation. Models of effort estimation in software projects such as COCOMO and genetic algorithm are presented in [16]. The models are tested in NASA software projects. Daldao et al. [17] performed experiments by leveraging Genetic programming (GP) and Neuro Programming (NP) and linear regression on problem solving of estimation of software projects. Sheta et al. [18] also investigated soft computing for effort estimation.

By literature review, one could deduce that combination of different strategies leads to better results [19]. Differences in the simplicity and flexibility of methods convince researchers to combine methods to cover higher range of solutions. For example, combination of analogy based methods with genetic algorithms [20] are some of the examples. Another example is the combination model of analogy and genetics to optimally tune the weighting parameters. Recently, the idea of clustering software projects gets attracts a lot of attention. Menzies et al. [21] conducted experiments in which results showed that localized models are preferred to global models. They also showed that not all global models achieve acceptable results in localized data even though achieved acceptable results on global data.

Battenberg [22] conducted experiments on regression-based estimation in two modes: (1) whole learning data at once and (2) clustered learning data. The results proves that the model improves by clustering learning data. Partitioned models on estimation of software development effort, are the models that estimates locally [23]. It is recommended to use clustering algorithms in order to divide the software project into groups and then an equation based regression is computed for each group as the estimated model.

ABE model is one of the well-known models in the effort estimation which is widely used in hybrid models. The combination of ABE with genetic algorithms [24], ABE with particle swarm optimization algorithm [25] And Artificial Neural Network (ANN) are some examples of combinations. Though hybrid models have a fairly acceptable accuracy based on ABE but the flexibility and versatility of the models is acceptable which can cover a wide range of software projects.

There are also new trends in software effort estimation. Ghatasheh et al. [26] also investigated the efficiency of applying the Firefly Algorithm as a metaheuristic optimization technique to optimize the parameters of different effort estimation models. These models are three variations of the Constructive Cost Model COCOMO. Firouzian et al. [27] proposed a modular time and cost estimation algorithm on business processes which is applicable to development processes. Tianpei et al. [28] introduced a hyperparameter optimization architecture called OIL (Optimized Inductive Learning. They recommend using regression trees (CART) tuned by either different evolution or FLASH (a sequential model optimizer). They claim that this particular combination of learner and optimizers achieves superior results in a few minutes. Dhiraj et al. [29] stated that nowadays softwares are more data-centric and thus database has become such a crucial part of the software product, therefore to get more accurate estimations, the back-end part of web based application has to be taken into consideration. Fig. 1 shows a classification for the models presented to estimate the effort of software projects.

3. THE REQUIREMENTS OF THE PROPOSED METHOD

In this paper, an estimation model of software development effort is proposed by a hybrid approach including algorithmic and non-algorithmic methods. In the First phase, MLP neural network and genetic algorithm are leveraged for feature selection, and in the second phase, MLR method along
with cross validation method (leave-one-out) assign an impact factor to each selected feature. In the last phase, the coefficients are optimized using ICA.

3.1. Artificial Neural Network
The neural network model is a computer system which is simulated from the process of learning human brain. The application of neural networks in effort estimation started in 1993 and has yielded promising results. The benefits of neural networks in estimating costs are as following:

1. Eliminating the costly task of function discovery which take effort estimation variables as inputs and outputs the effort amount.
2. Eliminating the need to explicitly determine the mathematical estimation function before training.
3. Independency of the number of cost variables.

The problem of too many parameter settings in neural networks could be considered as a disadvantage. Neural network applied in this paper is a two perceptron network. The number of neurons in the hidden layer is computed by trial and error. In the neural network, the number of entries is equal to the number of properties of the data set.

3.2. Genetic Algorithms
Genetic Algorithm was introduced by John Holland in the early 1970s as a general tool for optimization [30]. David Goldberg, take a significant role in introducing the genetic algorithm. The genetic algorithm is a population-based algorithm that calls each one of the population members a chromosome. Each chromosome is one of the possible solutions to the problem solving atmosphere. In the beginning of the algorithm, a number of randomly generated responses are generated as initial population. These answers are evolved in each replication of the algorithm until they become the best possible solutions in the problem solving atmosphere.
In each repetition of genetic algorithm, two operators of "intersection" and "mutation" are performed. The intersection operator is based on percentages with one population (usually 80%), and in the form of a mutation operator, a small percentage (usually 3%) of the population of each generation. The result of each of these operations is the production of a new member of the population. At the end of each repetition to select the number of members, the "Select" operator selects a certain number of answers for the next generation. The steps in this algorithm are in accordance with the flowchart of Fig. 2.

3.3. Imperialist competitive algorithm

The imperialist competitive algorithm was introduced in 2007 by Dr. Atashpaz and professor Lucas [31]. This algorithm inspired by the same colonial phenomenon and colony in the real world which is based on the assumption that there are randomly created entities as the name of the countries and the countries are ranked according to a series of benchmarks. The algorithm consists of two general phases:

1. Competition within an Empire.
2. Rivalry between empires.

In a rivalry within an empire, the colonies are trying to reach a degree of growth that could replace the colonial empire of that empire. This growth is based on factors such as attraction and revolution. In the rivalry between the empires, each one is in the quest for the colonies of other empires. For this purpose, in each replication, a colony of the weakest empire is removed by the operator and it is given to one of the other empires. The steps of this algorithm are in accordance with the flowchart of Fig. 3. In the next section, the proposed method is presented in detail.
4. PROPOSED MODEL

In this section, the proposed model is described in details. The main focus of the proposed model is on tuning parameters and weights as in all combinational models. Here, the proposed model consists of three phases:

1. Feature Selection:
   In this section, the most effective features in the project effort are first selected using Genetic Algorithm and MLP Neural Network for each data set.

2. Impact Factor Computation:
   In this step, impact factor is computed for each selected feature using multiple linear regression (MLR). The impact fact represents the coefficient of influence for each feature.

3. Weight Optimization:
   At this stage, feature weights are optimized using the Imperialist competitive algorithm, known as ICA, considering the associated impact factor.

Fig. 4 shows the general approach of the proposed method. To benchmark the proposed approach, performance metrics such as MdMRE, MMRE and PRED (Section 5.1.2) [32] are computed using the MRE calculated on the test data in the intersection validation method (Section 3.1.2).
4.1. First Phase: Feature Selection

In this phase, a dataset is given as an input to genetic algorithm. Cost function in genetic algorithm is called Feature Selection Cost (FSC). Chromosome length is determined by the number of features in the dataset. Therefore, initial population is created randomly after determination of chromosome length. Each chromosome contains a chain of ‘1’s and ‘0’s, which means ‘chosen’ or ‘not chosen’ parallel features. Once the initial population is created, each member of population is evaluated by FSC function. Parameters of the neural network are then set and the function evaluates neural network with function ‘FITNN’ in the toolbox for five times with the mean score of five performance measures will return to genetic algorithm as cost response. The main loop of genetic algorithm begins after creation and evaluation of the initial population. The loop is repeated for 100 iteration and contain following steps:

1. Crossover: Crossover is an operation by which child chromosomes are created from selected parent chromosomes using Roulette wheel selection function. Three crossover types including single point, double point and uniform are applied by the chance of 0.2, 0.3, 0.5, respectively.
2. Response assessment: Once answers are produced from cross product, the answers are assessed by FSC function.
3. Mutation: Some responses are selected to be modified by mutation.
4. Assessment of mutated children: this action also is done by FSC function.
5. **Merging the three groups of population (initial population, population produced by crossover and population produced by mutation), collocating and selecting the best as the next generation population.**

Since the best feature values are transferred to the next generation, the algorithm eventually outputs the best answer. Fig. 5 is showing the procedure of feature selection.

### 4.2. Second Phase: Impact Factor Computation

Once selected features of the dataset are extracted according to the feature extraction phase, features are normalized one by one according to equation (4.1).

\[
x_i' = \frac{x_{\text{max}} - x_i}{x_{\text{max}} - x_{\text{min}}} \tag{4.1}
\]

In which \(x_i'\) is the normalized value of the sample \(i\) of feature \(x\). \(x_{\text{max}}\) and \(x_{\text{min}}\) are respectively the highest and lowest possible values for the feature \(x\), and \(x_i\) is the initial value of the sample \(i\) for the feature \(x\). This relationship maps the values into an interval \([0, 1]\). Once features are normalized, a whole column is added as an intercept to the data set as an independent attribute. Experimental observations show that adding the column to the dataset can improve the performance of the proposed model. After preparing the dataset, the proposed model is created using the MLR method and validation LEAVE-ONE-OUT technique. Note that the validation technique LEAVE-ONE-OUT is the best and most accurate statistical method to verify the responses [33]. In this technique, each time a data record is passed as test data, and the remainder is considered as training data. The action repeats until all the number of dataset records are used at least once as test data. Finally, by taking the average of the results of test data, the impact factors are computed.
Therefore, the impact factors associated to features using MLR method and the LEAVE-ONE-OUT technique are sent in a format of an array to the next phase. Fig. 6 shows the flowchart of impact factor computation.

4.3. Third Phase: Weight Optimization

In the previous phase, the impact factors are computed by MLR method in each step of the LEAVE-ONE-OUT technique. They are stored in an array and sent as input to the ICA algorithm. In this phase, ICA algorithm takes members of the array as initial population and starts optimizing the answers. Since the performance measures of the proposed methods are MDMRE, MMRE and PRED (0.25), the objective function in the ICA algorithm is to optimize the criteria. The constraint for MMRE and MDMRE measure is the smallest value and the constraint for PRED (0.25) measure is the highest value. Therefore, the objective function in the algorithm is to minimize the equation (4.2).

\[ Z = |(PRED - (MMRE + MDMRE))| \tag{4.2} \]

The output of this phase is a set of optimized weights. Fig. 7 shows the steps involved in this phase.

5. EVALUATION SETTINGS

In this section, the performance of the proposed model is investigated. Since each dataset has specific attributes, three datasets are chosen for the benchmark. In this section, the three chosen datasets are first introduced. Then, the results of the proposed model on the datasets are reported along with the corresponding diagrams. In the last subsection, the proposed model is compared against the existing models to investigate the performance.
Leveraging past observations in software projects is inevitable. To this end, a number of datasets on software development projects are collected by researchers. Software application estimation data is employed for method analysis and model estimation. In recent years, researchers have employed various software development datasets. Three datasets are used to evaluate the proposed model. The name and general characteristics of the datasets are presented in Table 1.

5.2. Performance metrics
Various parameters of performance measures are applied in different environments. The goal of most of the criteria is to measure the accuracy of estimation model, for example, the RE parameter shows the relative error which is the difference between the predicted value of the model and the actual value. The parameter is computed according to equation (5.1).

\[
RE = | Estimated - Actual |
\]  

(5.1)

“Estimated” is the predicted value by the proposed model and “Actual” is the actual value recorded in the dataset. The criterion of relative error is normalized and used according to equation (5.2).

\[
MRE_i = \frac{|Estimated_i - Actual_i|}{Actual_i}
\]

(5.2)
Performance criteria are employed to assess the accuracy of estimations. In this paper, three performance criteria MDMRE, MMRE and PRED (0.25) are defined in equation (5.3, 5.4, 5.5).

\[ \text{MMRE} = \text{mean} \left( \text{MRE} \right) \]  
\[ \text{MdMRE} = \text{median} \left( \text{MRE} \right) \]  
\[ \text{PRED} \left( 0.25 \right) = \frac{A}{N} \]  

where A is the number of observations for which MRE are less than %25 and N is the total number of observations.

5.3. Evaluation method

One of the evaluation methods is the cross validation method. In this method, the datasets are divided into k equal parts, and one of these k divisions is used as test data and K-1 other divisions are used as training data. The smaller the size of divisions, the more computations needed. Normally, the value of K can be equal to the number of dataset records. In our case, the method is the intersection validation method, known as leave-one-out method. Leave-One-Out method is used to evaluate the performance of the proposed model. For each execution, a record of dataset is considered as test data and the remaining data as training data. The action is repeated to the number of records to ensure each data is used once as test data. In each execution, MRE values for the test data is computed and in the end, MMRE values and PRED (0.25) for the test data is computed.

5.4. Initial settings

In this paper, Genetic Algorithm and MLP Neural Network for feature selection. Multiple linear regression (MLR) is used for impact factor computation for selected features. Finally, Imperialist Competitive Algorithm (ICA) is used to optimize feature weights. The initial settings and the values of parameters of genetic algorithms and ICA are obtained by trial and error method, as stated in Table 2 and Table 3.

The structure of the neural network is a two-layer MLP, in which the number of neurons in the first layer is dependent to the dataset and is determined by trial and error. The first layer entries
are the values of the selected attributes of each dataset. Therefore, the number of neural network inputs varies for each dataset. To train the neural network, LM (levemberg-Marquardt) propagation function has been used. Training data, test data and validation data are divided by 70, 13 and 13 percent, respectively. Fig. 8 present the structure of the neural network.

6. EXPERIMENTAL RESULTS

In this section, the results are compared against the results of other common models of effort estimation in order to validate the proposed model. The benchmark models are the RTM model [34], MLFE [35], LSE [36], OABE [37], CBR [38], and GA [39].

6.1. COCOMO Dataset

The COCOMO dataset is commonly used in the process of evaluating software appraisal model estimation models. The dataset contains data on software projects, including 62 projects with 17 features [5]. Table 4 shows the estimated effort by each of the models.

As it is shown in Table 4, OABE model achieves the best result on MMRE criterion with a value of 0.30 and GA model achieves the worst result with a value of 1.39. The proposed model achieves the second best result on MMRE criterion with a value of 0.52. For MdMRE criterion, the lowest value is achieved by LSE model with the value of 0.38 and the highest value is achieved by GA model with a value of 0.81. The proposed model is ranked fifth on MdMRE criterion with a value of 0.54. The results show that the proposed model on COCOMO dataset does not yield acceptable results. Fig. 9 shows a comparative diagram on the results.
6.2. Maxwell Dataset

One of the well-known and most widely used datasets for effort estimation is Maxwell dataset. The dataset includes 63 projects with 36 features [40]. Many researchers have used the dataset to evaluate the performance of their proposed model. Table 5 shows the results of effort estimation by different models on Maxwell dataset.

Table 5: Results of effort estimation on Maxwell dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>Mmre</th>
<th>MdMre</th>
<th>Pred(0.25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OABE</td>
<td>0.42</td>
<td>0.44</td>
<td>0.34</td>
</tr>
<tr>
<td>LSE</td>
<td>0.71</td>
<td>0.48</td>
<td>0.27</td>
</tr>
<tr>
<td>MLFE</td>
<td>0.71</td>
<td>0.48</td>
<td>0.27</td>
</tr>
<tr>
<td>RTM</td>
<td>0.46</td>
<td>0.41</td>
<td>0.32</td>
</tr>
<tr>
<td>GA</td>
<td>1.17</td>
<td>0.6</td>
<td>0.18</td>
</tr>
<tr>
<td>CBR K=2</td>
<td>0.51</td>
<td>0.39</td>
<td>0.39</td>
</tr>
<tr>
<td>CBR K=3</td>
<td>0.47</td>
<td>0.38</td>
<td>0.36</td>
</tr>
<tr>
<td>CBR K=5</td>
<td>0.44</td>
<td>0.36</td>
<td>0.32</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.35</td>
<td>0.22</td>
<td>0.58</td>
</tr>
</tbody>
</table>

According to Table 5, the best value for the MMRE parameter is 0.35 and is related to the proposed model, and the worst value for this parameter is equal 0.71 which is related to the MLFE and LSE models.

For the MdMER parameter, the best value is 0.22, which is commonly related to the proposed model. The worst value is 0.60, which is related to the GA model.

Finally, the best value for the PRED (0.25) parameter is equal to 0.58 Which is related to the proposed model and The worst value for this parameter is related to the GA model and to 0.18. The results show that the proposed model has worked very well on this data set, and the accuracy achieved is desirable. Fig. 10 represents the results in a diagram.
6.3. Albrecht Dataset

Albrecht dataset contains information on 24 projects and has 8 features which are used in the estimation process [41]. Although the number of projects in this data set is low but has been used by many researchers to estimate the effort to evaluate the models. We also use this dataset to evaluate our proposed model. The results of various models on this dataset are presented for the three parameters MdMRE, MMRE and Pred (0.25) shown in Table 6.

As it is shown in Table 6, the proposed model achieves the best results on MMRE criterion with a value of 0.34 and MLFE model achieves the worst results on MMRE criterion with a value of 0.65. The proposed model also achieves the best results on MdMRE criterion with a value of 0.18 and RTM model achieves the worst results on MdMRE criterion with a value of 0.4. Finally, the best results on Pred (0.25) criterion is achieved by proposed model with a value of 0.57. The worst results with a value of 0.33, which is achieved by RTM and GA models. The results show that the proposed model also has an acceptable performance on Albrecht dataset. Fig. 11 shows these results in a diagram.

6.4. Analysis of results

The results show that the proposed model failed to perform well on the COCOMO dataset for the criterion MdMRE. The reason for this is the limited variety of projects in this data set. In the Maxwell dataset, according to the results, the proposed model in each of the parameters of the
MdMRE, MMRE and PRED ranked first. Therefore, it provides an acceptable performance on this data set. Albrecht dataset is a relatively standard dataset, which can lead to an improved model accuracy. The results of the proposed model have improved dramatically on this data set. The most important one can be the proper weighting and the exact choice of the solution function despite the low number of projects in this dataset, the proposed model has been able to deliver satisfactory results. And this certainly depends on the quality of the projects in this dataset. Table 7 shows the average improvement performance of the suggested model in each of the data sets for each of the MdMRE, MMRE and PRED (0.25) models.

7. CONCLUSION

The accurate estimation of the software development effort is crucial for software projects. The tendency of researchers in recent years and increasing trend of researches proves the necessity to provide an appropriate model of software development effort estimation. Although a wide range of models are presented to overcome the problem but the results shows that the models are application specific and heavily depends on the project type. The proposed method is presented in three phases. In the first phase, features are selected using a combination of genetic algorithm and the perceptron neural network. In the second phase, impact factors are associated to each selected feature using multiple linear regression methods and act as coefficients of influence for each feature. In the last and the third phase, the feature weights are optimized by Imperialist Competitive Algorithm. Experimental results show that the proposed model achieves acceptable results on Maxwell and Albrecht datasets.
but for COCOMO dataset, the obtained results are relatively weaker. A disadvantage of the proposed model is the dependency to the dataset which is the same as other models. To evaluate the proposed model, MdMRE, MMRE and PRED (0.25) are used as performance criteria. Results show that the proposed model is more independent to the dataset than other models, because of the hybrid architecture. In the future, it is recommended to employ hybrid approach to overcome the problem with a combination of models.
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